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ABSTRACT

We propose a system for acoustic scene classification using pair-
wise decomposition with deep neural networks and dimensionality
reduction by multiscale kernel subspace learning. It is our contri-
bution to the Acoustic Scene Classification task of the IEEE AASP
Challenge on Detection and Classification of Acoustic Scenes and
Events (DCASE2016). The system classifies 15 different acoustic
scenes. First, auditory spectral features are extracted and fed into
15 binary deep multilayer perceptron neural networks (MLP). MLP
are trained with the ‘one-against-all’ paradigm to perform a pair-
wise decomposition. In a second stage, a large number of spectral,
cepstral, energy and voicing-related audio features are extracted.
Multiscale Gaussian kernels are then used in constructing optimal
linear combination of Gram matrices for multiple kernel subspace
learning. The reduced feature set is fed into a nearest-neighbour
classifier. Predictions from the two systems are then combined by a
threshold-based decision function. On the official development set
of the challenge, an accuracy of 81.5% is achieved. In this technical
report, we provide a description of the actual system submitted to
the challenge.

1. THE UP SYSTEM

The actual submitted system is very similar to the one described
in [1]. Herein, we focus on the minor updates applied to [1]. In
particular, we updated the activation function and the training set-
up.

1.1. Activation function
In [1], we used rectified linear units (ReLU ), however, for the final
submission we employed units with hyperbolic tangent as activa-
tion function (tanh). Given the logarithmic nature of the acoustic
features [1], the hyperbolic tangent models better the dynamics of
the inputs. In fact, we can observe that PDMLPtanh shows a better
performance of up to 79.8% accuracy with an absolute improve-
ment of 0.3% over the PDMLPReLU that performed up to 79.5%
accuracy (cf. Table 1). In table 1, we can also observe a small abso-
lute improvement of 0.1% with the combined method PDMLPtanh-
MSKFDA, achieving an accuracy of up to 81.5%.

1.2. Training set-up
The final system was obtained by training the PDMLPtanh on the
entire development set. In the fifteen binary classifiers composing
the PDMLPtanh system, MLP were trained exactly as described in

[1]. The only change relates the stopping criterion. In fact, given
that no validation set was available, we did not apply any early stop-
ping. Furthermore, in order to keep an acceptable degree of gener-
alization, we limited the training procedure to a maximum number
of 100 epochs, and we selected the network showing the lowest sum
of training errors. The training procedure of the MSKFDA system
was not changed and kept as described in [1]. Since we did not train
the MSKFDA system on the entire development set, we applied a
majority voting among the predictions obtained from the four fold-
related models in order to have a unique auxiliary prediction.

Table 1: Results of neural networks obtained with rectified linear
units (ReLU ) and with hyperbolic tangent (tanh). The neural net-
work layout is indicated in parenthesis (number of units × number
of layers). Results are given in terms of accuracy [%].

Method Fold1 Fold2 Fold3 Fold4 Mean
Baseline [2] 67.2 68.9 72.2 81.9 72.5
PDMLPReLU [1] 81.4 78.2 77.5 80.8 79.5
PDMLPtanh 80.3 79.6 79.8 79.5 79.8
PDMLPReLU -MSKFDA [1] 81.5 79.8 81.5 82.9 81.4
PDMLPtanh-MSKFDA 84.4 78.2 82.7 80.8 81.5
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