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ABSTRACT

This technical report covers the fusion of two approaches towards
the Acoustic Scene Classification sub-task of the IEEE AASP
Challenge on Detection and Classification of Acoustic Scenes and
Events (DCASE 2017). The first system uses a novel recurrent se-
quence to sequence autoencoder approach for unsupervised repre-
sentation learning. The second system is based on the late fusion
of support vector machines trained on either wavelet features or an
archetypal acoustic feature set. A weighted late-fusion combination
of these two systems achieved an accuracy of 90.1 % on the official
development set and an accuracy of 59.1 % on the test set of the
challenge.

1. OUR DCASE 2017 FUSION SYSTEM

Our combined approach for the DCASE 2017 acoustic scene classi-
fication challenge [1] is the decision fusion of predictions from two
main systems.

Our first main system utilises a recurrent sequence to sequence
autoencoder for the unsupervised feature representation from audio
data [2]. This system comprises five main steps: (i) the extrac-
tion of mel-spectrograms from the raw audio files; (ii) the training
of a recurrent sequence to sequence autoencoder on these spectra;
(iii) the use of the activations from a fully connected layer between
the decoder and encoder units — the learnt representations of the
spectra — as the feature vectors; (iv) repetition of the step three for
the different spectral representations made possible by the stereo
recordings provided in the challenge dataset; and, (v) training of a
multilayer perceptron on a greedily fused combination of the learnt
feature vectors to predict the class labels. This approach achieved
an accuracy of 88.0 % on the challenge development data.

Our second main system is comprised of support vector ma-
chines (SVM) models trained with either wavelet packet transform
energy features, wavelet energy features or the 6k features openS-
MILE COMPARE feature set [3]. A late fusion of these SVM sys-
tems achieved a development set accuracy of 83.2 %.

We perform decision-level fusion by computing the weighted
sum of the label probabilities for each instance. The label with the
highest probability is then chosen as the prediction for the instance.
We optimised the weights in [0; 1] in steps of 0.01 on the predefined
cross-validation setup. A weight of 0.46 for the SVM based system
and a weight of 0.54 for the recurrent sequence to sequence autoen-
coder resulted in the highest performance, with a classification ac-
curacy of 90.1 %. This weight was then used to fuse the predictions
on the evaluation set. The confusion matrix of our fused system on
the development set is given in Figure 1.
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Figure 1: Confusion Matrix of our combined system on the DCASE
2017 development partition which achieved a classification accu-
racy of 90.1 %.
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