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ABSTRACT

Deep neural networks (DNNs) have recently achieved great success
in a multitude of classification tasks. Ensembles of DNNs have
been shown to improve the performance. In this paper, we explore
the recent state-of-the-art DNNs used for image classification. We
modified these DNNs and applied them to the task of acoustic scene
classification. We conducted a number of experiments on the TUT
Acoustic Scenes 2017 dataset to empirically compare these meth-
ods. Finally, we show that the best model improves the baseline
score for DCASE-2017 Task 1 by 3.1% in the test set and by 10%
in the development set.

Index Terms— Deep learning, Convolutional Neural Net-
works, Recurrent Neural Networks, Ensemble

1. INTRODUCTION

Acoustic scene classification(ASC) [1] focuses on recognizing var-
ious environmental sounds from a sound sample. The broader cat-
egory of Computational Auditory Scene Analysis aims to model
the human auditory system and its mechanisms to detect, identify,
separate and segregate sounds in the same way that humans do[2].
Amongst the existing acoustic classification tasks, ASC is a chal-
lenging task since various environmental sounds have similar back-
ground noises and span a wider range of frequencies. ASC is par-
ticularly interesting to researchers due to its wide applications in
audio tagging [3], audio indexing using wearable devices [4], robot
navigation systems [5] etc.

Image classification and detection have been remarkably pop-
ular in recent years. The popularity is attributed primarily to the
availability of large annotated standard datasets [6]. Audio clas-
sification and detection have not attracted a similar level of atten-
tion. The DCASE challenge is a step towards creating a standard
dataset for researchers. The 2013 iteration [7] included challenges
for scene classification and synthetic acoustic classification. The
DCASE Challenge 2016 [8] comprised of 4 tasks: ASC, Acoustic
Event Detection, Sound Event Detection in Real Life Audio and
Domestic Audio Tagging. The DCASE Challenge 2017 [9] com-
prises of 4 tasks: ASC, detection of rare sound events, sound event
detection in real life audio, large scale weakly supervised sound
event detection for smart cars.

In this work, we focus on the challenge 1 of DCASE Challenge
2017. The goal of ASC is to classify a test recording into one of the
provided 15 predefined classes that characterizes the environment
in which it was recorded. This challenge is in continuation of the
previous year’s challenge with additional data.

Early work in this area focused primarily on using classifiers
such as GMM-HMM [10], tree bagger classifiers [11], support vec-
tor machines [12]. Some of these classifiers cannot effectively
model temporal dynamics of audio. With the recent advancements

in deep learning, many new DNN architectures have been stud-
ied which are better at encoding the temporal nature. Also DNNs
are better at abstracting the large feature sets, usually associated
with audio clips. Quite a few teams experimented with various
deep learning approaches in the previous challenge. The challenge
winners[13] for DCASE 2016 extracted MFCC and i-vectors and
used Deep Convolutional Neural Networks (DCNN) to improve the
performance over conventional baseline model. [14] proposed a
vanilla DCNN with a fully connected layer at the end, whereas [15]
pre-processed the audio clips using CQT before using a DCNN.
[16] experimented with a parallel combination of CNN and LSTM
for the final classification.

In this work, we apply various state-of-the-art DCNNs from
image classification tasks. We modified these architectures to apply
them on the audio dataset for ASC. Specifically, we use the fol-
lowing architectures: (1). LeNet (2). SqueezeNet (3). 1-D CNN.
We also tried some deeper networks such as: Highway Networks,
Densely Connected CNN. However, due to the lack of availability
of a large annotated dataset, these variants didn’t perform well. We
also experimented with multiple types of feature extractors: extract-
ing log-mel spectrograms by varying the hop-lengths and the sam-
pling frequency. We compare the results from these DCNN models
with the baseline DNN model. Finally, we also show that creating
an ensemble of these networks gives a much better performance on
the fore mentioned task, effectively improving the baseline model’s
accuracy by 10% with the final macro accuracy being 84.8%.

2. DATA

In this work, we use TUT Acoustic Scenes 2017 dataset [17] for
development. The dataset is a collection of recordings from var-
ious acoustic scenes all from distinct locations. For each record-
ing location 3-5 minute long audio recordings are captured and are
split into 10 seconds which act as unit of sample for this task. All
the audio clips are recorded with 44.1 kHz sampling rate and 24
bit resolution. Readers can find more information about the data
and how it is collected from here'. The development dataset com-
prises of 52 minutes of audio for each label amounting to 13 hours
of entire dataset. On the contrary, the 2016 dataset comprised of
over 9.75 hours of development dataset. Apart from the increase
in dataset size, the datasets also differ in their classification units.
The 2017 dataset has a classification unit of 10 seconds whereas the
2016 dataset has 30 seconds. These differences need to be observed
before comparing the results from the 2017 edition with those of
2016 edition.

Ihttp://www.cs.tut.fi/sgn/arg/dcase2017/
challenge/task—-acoustic-scene-classification
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Figure 1: Audio Processing Pipeline

3. SYSTEM ARCHITECTURE

For each audio clip, (from development and evaluation set), the pro-
cessing pipeline consists of the following steps: 1) Pre-process the
audio with various transformations to standardize the input, 2) Ex-
tract features from the pre-processed audio, 3) Train the DCNN
models using the features from step 2, 4) To get the final classifi-
cation for each file, we fuse the predictions from each segment.

In the following subsections, we explore each of these steps.

3.1. Audio Preprocessing

Before being passed to the feature extractor, a few preprocessing
steps are carried out on the original audio. In this task, the audio
files have two sets of channels (one for left ear and one for right
ear), so we convert the audio to mono by averaging the channels.
We also normalize the amplitude to lie between -1 and 1.

3.2. Feature Extraction

Spectrograms provide a visual way of representing the signal
strength over time at various frequencies. Mel-Spectrograms maps
the equally spaced spectrogram frequencies into bins according
to human ear perception, hence using mel-spectrogram as input
has shown lot of success in various tasks like speech recognition,
speaker identification etc. In this task, we experiment with two vari-
ants of feature vectors:

1. The original audio was downsampled to 16 kHz. We com-
pute log mel-spectrogram with 0.025 seconds as window
length and 0.010 seconds as hop length with 64 mel frequen-
cies. The above processing results in log mel-spectrogram
with 999 frames and 64 mel frequency bins. We then splits
these into non overlapping windows of 111 frames which
acts as input to our neural networks. Hence, we effectively
split the raw audio into 9 segments.

2. In this variant, the audio was kept in its original sampling
frequency of 44.1 kHz. We compute log mel-spectrogram
with 0.046 seconds as window length and 0.023 seconds as
hop length with 64 mel frequencies. The above processing
results in log mel-spectrogram with 431 frames and 64 mel
frequency bins. We then splits these into non overlapping
windows of 43 frames which acts as input to our neural net-
works. Hence, we effectively split the raw audio into 10 seg-
ments.

3.3. Classification

In this work, we apply a variety of DCNNs. They are described
in detail in Section 4. Once the feature vectors are extracted from
the audio file, it is split into smaller segments as described in sub-
section 3.2. Each model is trained using mini-batches of size 256.
We used Adadelta optimizer [18] with an initial learning rate of
1. Dropout layers significantly improve performance. Hence, we
added dropout rate of 0.5. All our models were trained for 200
epochs, and the models with best validation accuracy were chosen.
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3.4. Fusion

Since we split the raw audio clip into multiple segments, to get the
final class prediction, we average predictions across all segments
of an audio clip. This implies averaging 9 segments for the feature
vector of type 1, and 10 segments for the feature vector of type 2 as
mentioned in subsection 3.2.

3.5. Ensemble

Finally, we create an ensemble using the model variants mentioned
in Section 4. We trained 10 different models with 5 distinct ar-
chitectures. We sort the models via the macro-accuracy computed
using [19]. Finally, we chose the best models which had the maxi-
mum variance, and whose accuracies were better than the baseline
model.

We train our deep learning models with the Keras library [20]
using Tensorflow [21] backend on cloud GPU’s with 60 GB RAM
hosted on Floydhub. 2

4. CONVOLUTIONAL NEURAL NETWORKS

Convolutional Neural Networks is yet another DNN which gained
popularity in image classification tasks. DCNNs are an extension to
DNN with a few changes to the architecture. The major difference
is the usage of convolutions. A simple DCNN comprises of a set of
layers stacked together. These are namely convolutional, pooling,
optional fully connected layers at the end, and finally the output
layer.

e The convolutional layers consists of a kernel (also called as
filter). These kernels perform non-linear operations over a lim-
ited receptive field. The kernel is tiled across the entire input
space, resulting in the creation of a feature map. The primary
motivation for this operation is that the function which the ker-
nel learns are independent of the position in which they are
found. Hence, we reduce the number of parameters required
for the neural network. The parameters for this layer are: con-
text of the kernel (width x height), depth of the kernel and the
strides. A typical convolutional layer will consist of numerous
kernels. The depth depends on the number of kernels present
in the previous layer. In the case of 1D convolution, the context
of the kernel is defined only by its width.

e The pooling layers are added to further reduce the dimension-
ality of the feature maps. The pooling layer essentially provide
summaries over each context window, thus enhancing the net-
work invariance to transitional shifts in the input patterns. Usu-
ally, pooling layers are placed after every convolution layer,
however, in some DCNN variants, these are placed scantily.
There are multiple types of pooling layers, max pooling, aver-
age pooling, global max pooling global average pooling, etc.
The most salient feature of the pooling layer is that it doesn’t
add any additional parameters in the network and in turn helps
reduce the dimensionality of the data significantly. Similar to
the conv layer, pooling layer also have a context and a stride.
In most typical scenarios, the strides are configured such that
we pool over non-overlapping windows.

This hierarchical structure consisting of alternating feature extrac-
tion layers and pooling layers allows CNNs to operate on multiple

2https://www.floydhub.com/
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LeNet SqueezeNet 1D CNN
8x3x3-BN-ReLu 64x3x3-BN-ReLu 64x5 -BN-ReLu
MP: 3x2 MP: 2x2 MP: 3
16x3x3-BN-ReLu | FIRE(sq:16, ex:64) 128x5-BN-ReLu
MP: 3x2 FIRE(sq:16, ex:64) MP: 3
32x3x3-BN-ReLu MP: 2x2 256x5-BN-ReLu
Dropout: 0.5 FIRE(sq:32, ex:128) Dropout: 0.5
FC: 512 FIRE(sq:32, ex:128) FC: 512
Softmax: 15 MP: 2x2 Softmax: 15
FIRE(sq:48, ex:192)

FIRE(sq:64, ex:256)
Dropout: 0.5
15x1x1-BN-ReLu
GlobalAvgPool

Table 1: The various model architectures experimented in the pa-
per and described in Section 4. Some abbreviations used are:- BN:
Batch Normalization, MP: MaxPooling Layer, FC: Fully Connected
Layer, FIRE: fire module described in 4.2, sq: squeeze, ex: expand.

timescales. In the upcoming sub-sections we describe the different
DCNN architectures we’ve experimented with. Since the annotated
dataset for the competition was small in size, we’ve used DCNN
architectures which require less number of parameters.

4.1. LeNet

We experimented with 3 variants of the LeNet architecture [22] by
varying the filter sizes keeping everything else constant. We used
the filter sizes of 3x3, 5x5, 7x7. A small building block of this
architecture comprises of Conv-BN-Relu-Pool layer. We stacked 3
copies of the building blocks where the number of filters became
twice of the previous block. Finally, we flatten the layer, add a fully
connected layer of size 512 and use softmax for the final class label.
The architecture is described in Table 1 for filter size: 3x3.

4.2. SqueezeNet

SqueezeNet [23] is a DCNN which achieves AlexNet-level accu-
racy on ImageNet with 50x fewer parameters. SqueezeNet com-
prises of multiple stacked building blocks called Fire Modules. A
Fire module is comprised of: a squeeze convolution layer (which
has only 1x1 filters), feeding into an expand layer that has a mix
of 1x1 and 3x3 convolution filters. The original SqueezeNet archi-
tecture comprises of 8 stacked Fire Modules where the number of
filters keeps increasing as the depth increases. We modified the ex-
isting architecture by reducing the depth and stacking 6 Fire Mod-
ules instead. We experimented with various FIRE module configu-
rations, the best configuration is described in Table 1.

4.3. 1D CNN

While applying CNN to audio dataset, it is important to understand
that the two axes of the spectrogram have different meanings (time
v/s frequency), which is essentially not the case for images. Hence,
technically it makes sense to convolve only in a single dimension
as opposed to both the dimensions in case of images. Hence, in
this architecture we experiment with convolution in only single di-
mension (time). This architecture is inspired from [24] 3 with the

3http://benanne.github.io/2014/08/05/spotify-cnns.html
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major variation being, in the penultimate layer that variation uses
various statistics, we used the entire layer and added a single hid-
den layer. This was primarily because we didn’t want to overfit with
large number of parameters.

5. RESULTS AND ANALYSIS

From feature extraction side we experimented with sampling rate,
window length and hop length when converting audio to log mel-
spectrogram. If the window length is too big, frequency resolu-
tion with respect to time is reduced. If the window is too small,
frequency patters across time are missed. This is a trade-off, one
can have high a resolution in time or a high resolution in frequency
but not both. So, we experimented with various window and hop
lengths. The human ear can listen to frequencies between OHz
and SkHz clearly without any effort, so, it is a common practice to
downsample the audio. Hence, we experimented with the original
as well as the downsampled audio files.

On the model architecture side, we experimented with LeNet,
SqueezeNet and 1D CNNs with different kernel sizes. In LeNet we
used filters of size 3x3, 5x5 and 7x7 to understand how filter size
affects the classification accuracy.

The model CNN-V1 is trained on log mel-spectrograms of au-
dio files without down-sampling with 3x3 conv filters whereas all
the other models are trained on log mel-spectrograms of down-
sampled (16kHz) audio files. While training we observed that the
model overfits very quickly when using actual files because it con-
tains lot of information which may not be relevant to task at hand
results in poor accuracy. The models trained on down-sampled au-
dio files are robust to overfitting and hence perform better.

The models CNN-V2-1, CNN-V2-2 and CNN-V2-3 are based
on LeNet architecture, where the only difference is the size of the
conv filters used. Conv filters of size 3x3, 5x5 and 7x7 are used
in them respectively. The conv filter sizes affect the model per-
formance. The filters which are either too big or too small cannot
understand the time-frequency patterns. Hence, we experimented
with various filter sizes and we can see that the classification accu-
racy deteriorates with the increase in the filter size. Due to recent
success of SqueezNet with very less number of parameters we tried
this architecture out of curiosity.

We finally tried 1D CNN because a spectrogram is not like an
image, it represents frequency in one axis and time in one axis. Even
though we can use it like an image sometimes model may benefit
from treating them separately.

After training all the models we create an ensemble by choose
best three models and combined their individual predictions using
geometric mean. Since the models are learning different because
of their architectures (3x3 vs 5x5 etc) or input features (16kHz-
44.1kHz log mel-spectrogram) we see a improvement in accuracy
of about 3 percent compared to best individual model.

We plotted confusion matrix in figure 2 to analyze the conflict-
ing acoustic scenes. The most confused pairs are: Home is con-
fused with Library, and Park is confused with Residential area.
We can clearly see why the model is struggling to identify these
pairs because these scenes are closely related to one another acous-
tically.

This can be reduced by increasing the audio sample length from
10 seconds so that we have some more context to identify these pairs
correctly. Among the most accurately predicted acoustic scenes
there are office, car, city_center. These scenes have unique fin-
gerprint to them and could be accurately classified. On the other
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hand, park, cafe restaurant, residential_area are least accurately
predicted probably due to acoustic closeness of these scenes.

IS 1]
< gg ‘é §‘ o
5 BE B = 8
5 E‘@ 2‘ el 5] g <
B89 ,5x8e3c, SJER
£5583e885¢£L388238
forest path ZEf1 0 0 0 0 2 0 0221 0 0 0 O 300
officc {OJFO 000000000050
grocery store 40 OZ%ft5 0 3110200073 250
cafefrestaurant {0 4 21%Z§0101 7 5 1110 1240
bus {0 0 0 OFEO0 0 0150133 0 0 0
_ metro_station 40 5135 2[0160 0 0 0 1 0 0 200
2 park 46 0 0170 0LF4 0640 0 0 311
f library {10110 0 0 0 0FE3 1 00 0 9 6 150
2 tram «005615001@&185200
residential_area 4190 0 2 2 0264 020 017112
Ttrain {3 0 015150 0 131 1EEO0 4 0 7 100
car 000020102000 00
city_center <001200200140¥§10 50
home 40 312000700100 0ZEE3
] D
beach {5 000003001403 8 6%E 0

Predicted label

Figure 2: Confusion Matrix

6. FUTURE WORK & CONCLUSION

Currently, the training suffers because of over fitting due to lack of
enough data. In future we’ll try to avoid this using data augmenta-
tion methods as these methods have shown to boost the performance
and prevent over-fitting in [25] [26]. In this work, we experimented
with the window length and the hop length of mel-spectrogram to
study its affect on acoustic scene classification. We also tried differ-
ent DCNN architectures for the same and finally created an ensem-
ble of these deep CNN models to improve upon the baseline model
by 10%.
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[ AcousticScene [ Base | CNN-VI | CNN-V2-1 | CNN-V2-2 | CNN-V2-3 [ SqueezeNet | 1D CNN | Ensemble ||
Beach 75.3-40.7 | 87.2-13.0 83.3-8.3 83.7-10.2 85.3 84.6 75.0 87.5-13.9
Bus 75.3-389 | 93.9-352 | 849-39.8 | 92.9-49.1 86.9 85.9 84.3 90.1 - 42.6
Cafe / Restaurant | 57.7-43.5 | 66.0-519 | 72.1-574 | 644-454 64.1 53.2 55.8 72.8-57.4
Car 97.1-64.8 | 94.6-88.0 | 97.8-96.3 | 94.2-77.8 97.4 93.6 97.8 98.4-85.2
City center 90.7-79.6 | 82.1-852 | 90.1-759 | 91.7-89.8 93.6 84.9 83.7 93.6-85.2
Forest path 79.5-852 | 85.9-86.1 | 87.5-88.0 | 93.6-85.2 91.3 82.4 76.0 91.7-87.0
Grocery store 58.7-49.1 | 79.2-52.8 | 90.1-58.3 | 90.1-54.6 85.6 87.2 89.4 929-574
Home 68.6-769 | 70.1-68.5 | 745-79.6 | 74.2-81.5 69.5 77.7 72.0 74.8 - 83.3
Library 57.1-30.6 | 81.7-25.0 | 81.7-34.3 | 859-389 78.8 73.7 77.2 87.2-35.2
Metro station 91.7-935 | 93.6-28.7 | 69.9-23.1 71.8-97.2 65.1 67.9 69.9 86.5-63.9
Office 99.7-73.1 | 92.6-72.2 | 99.7-86.1 99.0-94.4 99.0 97.8 98.1 98.4 - 88.9
Park 70.2-324 | 60.6-352 | 70.8-40.7 | 62.8-25.0 59.9 56.1 60.9 66.3 - 31.5
Residential area 64.1-77.8 | 70.2-82.4 | 70.8 -78.7 75.6 - 80.6 67.9 72.4 69.6 73.4-81.5
Train 58.0-722 | 61.9-71.3 | 744-74.1 66.3-75.0 67.3 42.0 55.1 75.3-722
Tram 81.7-574 | 785-60.2 | 804-574 | 77.9-56.5 81.1 77.2 82.1 83.3-60.2
Average Accuracy | 74.8-61.0 | 79.9-57.0 | 81.9-59.9 | 81.6-64.1 79.5 75.8 76.4 84.8 - 63.0

Table 2: Class-wise accuracy of acoustic scenes for various cnn models we experimented with. Refer Section 5 for details on model notation.
Results with a pair of number represent development accuracy - evaluation accuracy whereas the ones with a single number represent just
development accuracy.
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