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ABSTRACT 

In this paper, we present a polyphonic sound event detection 

(SED) system based on a multi-model system. In the proposed 

multi-model system, we use one model based on Deep Neural 

Networks (DNN) to detect sound events of car, and five models 

based on Bi-directional Gated Recurrent Units Recurrent Neural 

Networks (BGRU-RNN) to detect other sound events including: 

brakes squeaking, children, large vehicle, people speaking and 

people walking. Since different classes sound events have differ-

ent audio characteristics, we use different models to detect each 

class. The proposed multi-model system is trained and tested 

based on IEEE DCASE2017 Challenge: Sound Event Detection 

in Real Life Audio (Task 3) Development Dataset, the result 

yields up to 58.92% and 0.60 in terms of F-Score and error rate 

on segment-based metric respectively. 

Index Terms— Sound event detection, Multi-model 

1. INTRODUCTION 

Sounds carry a large amount of information about our everyday 

environment. Environmental sound analysis has attracted atten-

tion of many researchers recently. There are many examples of 

sound event detection (SED) applications, including audio classi-

fication, audio information retrieval and surveillance. 

SED could be divided into monophonic detection and poly-

phonic detection. SED in single source conditions is called mon-

ophonic detection. SED in multiple sources conditions is called 

polyphonic detection. SED in real-life is usually a polyphonic 

detection as environmental sound is often a mixture audio that 

come from multiple sound sources simultaneously. Most poly-

phonic SED systems aim to recognize the beginning time, ending 

time and label of each sound event [1]. 

Traditional method for SED often use Mel Frequency Cep-

tral Coefficients (MFCC) [2] as features, then use classifier based 

on Gaussian Mixture Model (GMM) [3] or Hidden Markov 

Model (HMM) [4]. Most previous works focused on monophon-

ic SED. In recent works, polyphonic SED  is investigated by 

many researchers: Non-negative Matrix Factorization (NMF) 

[5][6] was used to analyze the number of sources in multiple 

sources. However, when the number of overlapping events is not 

known a priori, the fixed constraint of NMF on this number re-

duces its practicality. For overlapping events, a voting system [7] 

based on Generalized Hough transform (GHT) has been pro-

posed to detect it. More recently, the emergence of methods us-

ing deep learning is noticeable. DNN has achieved good results 

on detecting overlapping sound events [8]. However, in DNN all 

observations are treated independently, it lacks context infor-

mation. In order to keep context information, Bi-directional Long 

Short Term Memory (BLSTM) RNN [1] is proposed for poly-

phonic SED in real life recordings, which yields better result than 

DNN. The combination of Gated Recurrent Units [9], a GRU-

RNN architecture is applied to SED of DCASE2016 challenge 

and achieved superior performance compared with the baseline. 

IEEE DCASE2017 Challenge Task 3 is sound event detec-

tion in real-life audio, which evaluated the performance of sound 

event detection systems in multisource conditions. The number 

of predefined sound event classes were selected, and system de-

tects the presence of these sounds. The selected sound classes in 

the task are: brakes squeaking, car, children, large vehicle, people 

speaking, and people walking [10]. 

The dataset [11] consists of recordings of street acoustic 

scenes with various levels of traffic and other activity. And in 

this task, there is no control over the number of overlapping 

sound events at each time, which means several sound events 

could happen simultaneously. The difficulties in this task are: 1) 

a certain number of classes are interested, other active sound 

events in street acoustic scenes may cause interference to the six 

selected sound event classes. For example, features calculated 

from multi-source audio may not match with the features that 

extracted from audio in isolation; 2) for each audio stream, the 

number of sound source is not clear; 3) several sound events may 

happen simultaneously; 4) different class of sound events have 

different characteristics, it is difficult to recognize six classes 

sound events with one single model. 

Motivated by the good performance shown by the DNN in 

[12], and the flexibility in working with sequential data shown by 

RNN in [1], we propose to use multi-model system to detect 

multi-label multi-class sound event. In the paper, we obtain our 

experimental results by employing multi-model system (one 

model based on DNN and five models based on BGRU-RNN) to 

IEEE DCASE2017 Challenge Task 3. The remainder of this 

paper is organized as follows. Section 2 presents general infor-

mation about DNN and RNN, and describes BGRU-RNN archi-

tectures. In Section 3, we propose our multi-model SED system. 

In Section 4, we conduct experiments of task 3, present our re-

sults and analysis it. Finally, Section 5 draws our conclusions. 

2. RECURRENT NEURAL NETWORKS 

2.1. Deep Neural Networks 

DNNs have been widely used in Acoustic Scene Classification 

(ASC), SED and audio tagging, which have shown good per-

formance for these tasks [8]. DNN is a kind of feedforward neu-
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ral network (FNN). Although DNN has shown good perfor-

mance for SED, it may have difficulties processing sequential 

data, such as audio. Because in DNN all observations are treated 

independently of each other, it lacks context information.  

The DNN we used in our experiment is a fully connected 

network with one hidden layer. 

2.2. Recurrent Neural Networks 

In order to keep past context information, feedback connections 

is proposed in neural network and this network architecture is 

called recurrent neural network (RNN). The feedback connec-

tions provide RNN with information circulate indefinitely, allow-

ing information to persist (Fig.1a). In Fig.1a, A is a chunk of 

neural network, x is input and h is output. A loop allows infor-

mation to be passed from one step of the network to the next. If 

we unroll the loop, RNN can be seen as multiple copies of the 

same network that is shown in Fig.1b, each passing a message to 

a successor.  

 

 

 

 

 

 

 

 
When information from a future timesteps are available, it 

can be used to provide future context information to the network 

using Bi-directional RNN (BRNN) [9]. In BRNN, second hidden 

layer learns input sequence in an inverse direction (Fig.2). The 

forward layer and backward layer could provide the network with 

context information that is full and symmetrical. Since the infor-

mation to be predicted at each time step is from the backward and 

forward directions, better predictions should be made. 

 

 

 

 

 

 

 

 

 

2.3. Bi-directional Gated Recurrent Units 

In practice, simple RNN may be difficult to train and work effi-

ciently, because of the exploding and vanishing gradient prob-

lem [11]. The problem makes RNN not able to deal with long-

range dependencies. In order to solve this problem, two variants 

of RNNs are proposed: Long Short Term Memory networks 

(LSTMs) [12] and Gated Recurrent Units (GRUs) [13]. In 

LSTM-RNN, the neurons of simple RNN are substituted by 

LSTM blocks (Fig. 3a). LSTM block contains three gating neu-

rons: input, forget and output, and all gating neurons choose 

different information by the logistic function. Compared with 

simple RNN, LSRM-RNN does not have exploding and vanish-

ing gradient problem. In GRU-RNN, the neurons of simple RNN 

are substituted by GRU blocks (Fig. 3b). Different with LSTM 

block, GRU block combines the ‘input gate’ and ‘forget gate’ of 

LSTM into ‘update gate’, merges cell state and hidden state.  

 

 

 

 

 

 

 

 

 

 

 

GRU block is simpler than LSTM block and its’ computa-

tional cost is lower than LSTM [9]. In sequence modeling, GRU 

has shown comparable performance to LSTM [13]. Hence, 

BGRU-RNN is proposed in this task, because Bi-directional 

RNN (BRNN) could take advantage of both past context infor-

mation and future context information. It is supposed to get bet-

ter prediction. In our multi-model system, a BGRU-RNN is ob-

tained by substituting the neurons of simple RNN by GRU units. 

3. THE PROPOSED MULTI-MODEL SED SYSTEM 

The selected sound classes for task 3 are: brakes squeaking, car, 

children, large vehicle, people speaking, and people walking. The 

recordings come from street acoustic scenes with various levels 

of traffic and other activity, and different class of sound events 

have different audio characteristics, there are obvious differences 

between them. For each class, the statistics of event instances in 

development dataset are shown in the Table 1. 

In baseline system, DNN has good performance for detect-

ing sound events of car compared with other five classes sound 

events. And from Table 1, we know that the number of car in-

stances is the largest. The sound events of car have longer dura-

tion and bigger energy than other class sound events. Motivated 

by the good performance shown by DNN, we propose to use 

DNN-based model to detect “car” events and other five models 

based on BGRU-RNN to detect other sound events respectively. 

3.1. Multi-Model System 

3.1.1.  Car Model 

Car model based on DNN only to detect whether there are audio 

events of “car” or not in per frame. For car model, the system 

consists of two stages. First, log mel-band energies are extracted 

from raw audio data as features. Then, features are used for train-

ing the classifier. Second, sound events are detected by model 

and smoothing the output of the model. 

First stage is extracting features, the input of car model are 

raw audio data, they have different recording conditions. To ac-

count for this problem, the magnitude of each recording is nor-

malized to [-1, 1]. The audio stream are split into 40 millisecond 

(ms) frames with a 50% overlap. We calculate the log amplitude 

of each frame within 40 mel-bands and normalize each frequency 

band [1]. 

(a) 

Fig.3: (a) LSTM block, (b) GRU block [18]. 

(b) 

Fig.1: (a) Simple RNN, (b) Unroll the loop of RNN [18]. 

(a) (b) 

Figure 2: A BRNN architecture [6] 
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Second stage is training the model. Car model consists of 

one fully connected layer of 40 hidden units with 20% dropout, 

the output layer of it contains two units and activation of hidden 

layer is Rectified Linear Unit (ReLU). The network is trained 

using Adam algorithm for gradient-based optimization [10]. Oth-

er information of car model is shown in Table 2. 

3.1.2. Brakes Squeaking Model 

Compared with “car” sound events, “brakes squeaking” (BS) is 

not easy to detect because it has less samples, its average dura-

tion is shorter than other classes sound events, and its sound is 

relatively small. For BS, we propose to use BS model based on 

BGRU-RNN to detect it. BS model for “brakes squeaking” only 

to detect whether there are audio events of “brakes squeaking” 

or not in per frame.  

In model based on BGRU-RNN, we are not using the fea-

ture extracted from audio data, but directly using the raw audio 

data. The training data are split in frame of 20 ms, as we know, 

the sampling rate of the raw audio is 44.1 KHz. So, for per frame 

of audio, we get 882 samples. Then, we divided the 882 samples 

of each frame into 9 copies, meaning that, each copy containing 

98 original samples. At each time step, a copy of the samples is 

sent into the network for training. BS model consists of one hid-

den layer and one output layer, the hidden layer is a BGRU-RNN 

layer, information of BS model is shown in Table 2.  

3.1.3. Large Vehicle Model 

Due to the fewer instances than other class, “large vehicle” (LV) 

is difficult to detect in street acoustic scenes with various levels 

of traffic and many other activities. For LV, we propose to use 

LV model based on BGRU-RNN to detect it. The configuration 

of LV model is shown in Table 2. 

3.1.4 People Speaking Model 

Recordings come from street acoustic scenes with various levels 

of traffic and many other activities. In audio, the voice of people 

speaking (PS) is easily disturbed by noise, which makes it diffi-

cult to detect people speaking. For PS, we propose to use PS 

model based on BGRU-RNN to detect it. The configuration of 

PS model is shown in Table 2. 

3.1.5 People Walking Model 

The recordings contain other sounds similar to footsteps, making 

the footsteps are hard to detect. For “people walking” (PW), we 

propose to use PW model based on BGRU-RNN to detect it. 

PW model for “people walking” different with car model, in 

PW model output layer containing 6 units. Other configuration of 

PW model is shown in Table 2. 

3.1.6 Children Model 

From Table 1, we know that “children” has the longest duration 

and the largest standard deviation of duration compared with 

other class events. And in baseline system based on DNN, the 

recognition result of “children” class event has the highest error 

rate. For “children”, we propose to use children model based on 

BGRU-RNN to detect it. 

In children model, the stream are split into 20 ms frames, 

and frames were constructed using a 9-frame context, resulting in 

a vector length of 8982. At each time step, a frame samples is 

sent into the network for training. Information of children model 

is shown in Table 2. The first hidden layer is a BGRU-RNN layer, 

and next two hidden layers are fully connected layers. 

 Model Car BS LV PS PW Children 

Based DNN BGRU-RNN 

Timesteps Null 9 

Input Mel features Raw audio data 

Units of input layer 40 98 882 

Number of hidden layer 1 1 3 

Units of hidden layer 40 50 (50, 100, 100) 

Activation of hidden layer ReLU 

Units of output layer 2 6 

Activation of output layer Sigmoid 

Event class Brakes squeaking Car Children Large vehicle People speaking People walking 

Number 52 304 44 61 89 109 

Shortest duration 0.344 s 0.510 s 0.533 s 0.383 s 0.285 s 0.296 s 

Average  duration 1.865 s 8.156 s 7.977 s 15.143 s 8.041 s 11.440 s 

Longest duration 12.478 s 86.032 s 202.529 s 85.544 s 137.676 s 106.853 s 

Median of duration 1.177 s 6.002 s 1.988 s 12.000 s 3.910 s 4.910 s 

Standard deviation 

of duration 
2.009 s 7.543 s 30.320 s 13.113 s 15.928 s 17.893 s 

Table 1: The statistics of per class in development dataset 

Table 2: Configuration of Multi-Model 
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3.2. Post-processing 

3.2.1. Smooth output 

In real life, the audio stream is always continuous, which means 

the audio stream is highly impossible to change the audio class 

too suddenly or too frequently. Under this assumption, we pro-

pose to use smoothing progress in the output label of an audio 

sequence. Assume the output label sequence is 
1
, ...,

n
s s , then for 

i < n we do smoothing as: 

 

 

 
The rule [14] implies that if the middle index label is differ-

ent from the other two label, while the other two are the same, 

then, the middle label is considered as misclassification. 

3.2.2. Delete too short predicted events 

In real life, audio stream is always continuous and sound event 

will last for a while. In experiment, we find that too many short 

duration outputs would lead to an increase in error of insertion 

rate. To reduce insertion rate error, for per class, first, we calcu-

late the duration of each instances, removing the maximum and 

minimum values. Then, we take the shortest duration as our 

threshold. If the duration of recognized sound event is less than 

the threshold, we think it did not occur and delete it. Threshold 

are shown in Table 3. 

 

 

 

 

 

 

 

 

 

 

After the two stages of post-processing, we extract the re-

sults of corresponding sound events from each model, to form 

our final results. 

4. EXPERIMENTAL RESULTS AND ANALYSIS 

In this task, the results are evaluated using segment-based error 

rate and segment based F-score as metrics [10], using a segment 

length of one second. The four cross-validation folds are treated 

as a single experiment: the metrics are calculated by accumulat-

ing error counts over all folds, not by averaging the individual 

folds nor the individual class performance. This method [15] of 

calculating performance gives equal weight to each individual 

sound instance in each segment, as opposed to being influenced 

by class balance and error types. Our multi-model system was 

trained and tested based on Development Dataset, using the pro-

vided cross-validation setup obtained an overall error rate of 0.60 

and an overall F-score of 58.92%, as shown in Table 4. For com-

pleteness, individual class performance is presented along the 

overall performance. 

As shown in Table 4, our multi-model system achieves bet-

ter recognition than baseline system in some classes. In the ex-

periment, we find that for sound event detection, too many hid-

den layers of networks do not achieve better recognition results. 

In car model, our DNN contains only one hidden layer, and 

achieves the performance comparable to baseline system. If we 

add a fewer hidden layers on car model, the recognition of “car” 

in model will be worse, not better. For simple model with fewer 

hidden layers, we find that the main error is the deletion rate. For 

complex model with more hidden layers, we find that the main 

error is the insertion rate. This means that for many sound events 

in development dataset, simple models do not recognize them, 

and complex models may be a bit over-fitting. 

In real-life audio, different class sound events have different 

audio characteristics, a single model is difficult to effectively 

recognize all class sound events and achieves good performance 

on every class sound events. For example, children model is a 

multi-class classifier, compared to baseline system, in children 

model, the recognition of “children” yields up to 0.66, approxi-

mately 70% higher than the baseline. In children model, the 

recognition for “children” gets good performance, but for other 

class events is relatively poor.  

Considering the difficulties in sound event detection in real 

life, for polyphonic sound event detection, we propose to use 

multi-model system to detect multiple classes sound events. 

Based on task 3 development dataset, we implement the pro-

posed multi-model system and get better result than baseline 

system. 

5. CONCLUSION 

In this paper, we proposed to use multi-model system for poly-

phonic sound event detection in real life. Based on DNN and 

BGRU-RNN, the proposed approach outperforms the baseline 

system tested on development dataset and obtains an overall error 

rate of 0.60 and an overall F-score of 58.92%. For multi-label 

polyphonic sound events detection, multi-model system showed 

their effectiveness and flexibility compared to baseline system. 

Future work will concentrate on detecting the sound events 

of “people speaking” in real life, because compared with other 

class sound events, the recognition of “people speaking” is rela-

tively poor. 

Sound event Threshold 

Brakes squeaking 0.36 s 

Car 0.60 s 

Children 0.60 s 

Large vehicle 1.25 s 

People speaking 0.36 s 

People walking 0.38 s 

Overall 

Multi-Model System Baseline 

ER F-Score ER F-Score 

0.60 58.92% 0.69 56.7 % 

Brakes squeaking 1.0 NaN 0.98 4.1% 

Car 0.56 72.1% 0.57 74.1% 

Children 0.66 51.4% 1.35 0.0% 

Large vehicle 0.76 55.1% 0.90 50.8% 

People Speaking 1.03 1.0% 1.25 18.5% 

People Walking 0.71 60.2% 0.84 55.6% 

1 1 1

1

& &
i i i i

i i

if s s s s

then s s

  



 



Table 3: Threshold of per class 

Table 4: Results for Task 3, segment-based metrics 
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