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ABSTRACT

In this report, we describe the systems submitted to the DCASE
2017 challenge. In particular, we explored convolutional recur-
rent neural network (CRNN) for acoustic scene classification (Task
1). For the weakly supervised sound event detection (Task 4),
we utilized CRNN by embedding maximal figure-of-merit (CRNN-
MFoM) into the binary cross-entropy objective function. On the
development data set, the CRNN model achieves an average 14.7%
relative accuracy improvement on the classification Task 1, the
CRNN-MFoM improves F1-score from 10.9% to 33.5% on the de-
tection Task 4 compared to the baseline system.

Index Terms— Deep learning, convolutional recurrent neural
networks, sequence to sequence, maximal figure-of-merit, acoustic
scene classification.

1. ACOUSTIC SCENE CLASSIFICATION

1.1. CRNN Architecture

In this work, the convolutional neural network with recurrent neu-
ral network (CRNN) is explored, see Figure 1 with exact settings. It
takes the input feature matrix, which is organized as 64-dimensional
log-Mel filter banks spanning from 0 to 22kHz, and context window
is size of 96 frames. We sequentially apply four convolution map-
pings and max-pooling along the frequency and time axis. Then the
result of the convolutions is fed to the 24 cells of the gated recurrent
units (GRUs) [1]. The convolutions extract relevant features and re-
duce the unstable audio distortions, whereas GRUs are learning the
temporal context variability. In all the hidden layers the exponen-
tial linear units (ELUs) are used [2]. Output layer produces softmax
confidence scores for every acoustic event. In order to reduce over-
fitting, the dropout with rate 0.3 is applied after every max-pooling
layer. We optimize the cross-entropy objective function using Adam
optimization algorithm with the learning rate 10−3. The CRNN net-
work was trained at most for 200 epochs. In order to improve the
convergence the learning rate decay technique is used. Learning
rate is halved if accuracy on a validation set does not improve for 5
epochs. The training ends when accuracy on a validation set does
not improve for 15 epochs. Performance of the CRNN trained with
the cross-entropy is presented in the Table 1.

2. WEAKLY SUPERVISED SOUND EVENT DETECTION

2.1. CRNN with MFoM

In order to solve the Task 4, we utilize MFoM mathematical frame-
work, which is more precisely described in the work [3]. The
MFoM was adopted for the multi-label classification problems.

The architecture of the network for this problem is exactly the
same as for Task 1, but the output layer has sigmoid units and
produces sigmoid confidence scores for every acoustic event. We
optimize the binary cross-entropy (1) objective function (BinXent)
using Adam optimization algorithm with the learning rate 10−3.
Performance of the CRNN trained with the binary cross-entropy is
presented in the Table 2.

BinXent (σi,yi) = −y>i log (σi)−
− (1− yi)

> log (1− σi) ,
(1)

where σi ∈ RM is the vector of output scores corresponding to
input sample xi, M = 17 is the number of acoustic event classes
for this task.

The weights of the CRNN trained with BinXent are used as
the starting point for the CRNN-MFoM method. We initialize the
CRNN network with the “pre-trained” weights, after BinXent op-
timization. The “fine-tunning” is performed with the MFoM em-
bed into objective function, see Figure 2. We forward training set
through the CRNN and produce the output sigmoid scores, these are
turned into MFoM scores. Then the binary cross-entropy (2) is opti-
mized between the sigmoid and MFoM scores l̄ in (2). The stochas-
tic gradient descent (SGD) optimization is used with the smaller
learning rate 10−4.

BinXent
(
σi, l̄i

)
= −li

>
log (σi)−

−
(
1− l̄i

)>
log (1− σi) ,

(2)

where l̄i = 1− li is the MFoM scores for a training sample xi. The
MFoM scores play the role of soft labels here.
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Figure 1: Convolutional recurrent neural network (CRNN) architecture. The input features are matrix of consecutive frames of log-Mel filter
banks (64 filter banks vs 96 time frames). The convolutions and max-poling operations are sequentially applied to extract beneficial features.
Then these are fed into the gated recurrent units (GRUs) to capture the temporal information. The network outputs are softmax scores, these
indicate several active acoustic events in audio signal.

Figure 2: MFoM is embedded in the binary cross-entropy (BinX-
ent) loss function of the CRNN. During training we forward data
through the CRNN, calculate MFoM using output σ scores and
ground truth y. Binary cross-entropy measures the difference be-
tween the network output σ and the “new labels” MFoM scores l̄,
where l̄ = 1− l.

3. CONCLUSION

In this report, we focused on exploring the application of CRNN
for acoustic scene classification (Task 1). The CRNN with the em-
bed MFoM transformation helps to improve the performance for the
weakly supervised sound event detection (Task 4). We utilize the
training set multi-label information about the joint acoustic classes.
This is done with the MFoM transformation embedding into the bi-
nary cross-entropy (BinXent) objective. Instead of using hard (0/1)
ground truth labels, we build in “soft” MFoM labels. The MFoM
improves the multi-label acoustic event detectors. Experimental
results have demonstrated on the development set that CRNN im-
proves the accuracy of the baseline MLP model for 14.7% relatively
for the Task 1. The embed MFoM into BinXent objective function
improves the performance of Task 4 from 10.9% to 33.5%.
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Table 1: The performance results on the development set for the
Task 1 of the baseline and CRNN models trained with the cross-
entropy. Metric is the averaged across folds Accuracy, %.

Event Base CRNN
Beach 75.3 84.9
Bus 71.8 91.7
Cafe / Restaurant 57.7 69.6
Car 97.1 93.9
City center 90.7 92.3
Forest path 79.5 97.4
Grocery store 58.7 89.7
Home 68.6 76.8
Library 57.1 79.2
Metro station 91.7 95.8
Office 99.7 98.1
Park 70.2 76.6
Residential area 64.1 72.8
Train 58.0 77.2
Traim 81.7 91.7
Avg. Acc. 74.8 85.8

Table 2: The F1-score performance results for the Task 4 of
the baseline, CRNN model trained with the binary cross-entropy
(BinXent), CRNN tuned with embed MFoM (Embed MFoM). Met-
ric is the F1-score, %.

Base BinXent Embed MFoM
Precision 7.8 48.0 35.1

Recall 17.5 15.8 32.0
F1 10.9 23.8 33.5


