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ABSTRACT 

In this paper, we present our work on Task 3 Sound Event De-

tection in Real Life Audio [1]. The systems aim at dealing with 

the detection of overlapping audio events, where the detectors 

are based on deep random forest, a decision tree ensemble ap-

proach. For random forest has natural defect of detecting and 

classifying polyphonic events, the systems use one-vs-the-rest 

(OvR) multiclass/multilabel strategy, fitting one deep random 

forest per event class. On the development data set, the system 

obtained error rate value of 0.82 and F-score of 38.2%. Out of 

33 submitted results, this system can rank top 14th in terms of 

segment error rate (0.88) and 10th in terms of F-measure 

(42.37%) on the evaluation data set1. 

Index Terms— sound event detection, polyphonic, 

overlapping, deep random forest, decision tree ensemble 

1. INTRODUCTION 

Sound event detection (SED) addresses the problem of where in 

time the events is happening and identification of the sound. The 

DCASE 2017 Task 3 Sound Event Detection in Real Life Audio 

task consists 6 polyphonic acoustic events, recorded in multi-

source conditions similar to our everyday life. In this task, there 

is no control over the number of overlapping sound events at 

each time, which make it more challenging to handle. SED have 

applications in security surveillance [2], audio indexing and clas-

sification [3, 4].  

In previous work, neural networks are frequently used in 

SED, such as Convolutional Neural Network (CNN), Deep Neu-

ral Network (DNN), Recurrent Neural Network (RNN). Also in 

SED, features such as mel-frequency cepstral coefficients 

(MFCC), mel energy and spectrogram are widely used. MFCC 

and DNN as classifiers were used [5, 6]. The state of art poly-

phonic SED systems have used mel energy features in RNN [7, 

8], and CNN trained for SED [9]. Neural networks have natural 

advantage to handle the overlapping events, as random forest 

detectors are not supposed to handle well events overlaps. For 

random forests, it also can be used in SED [10], Phan et al. [11] 

proposed discriminate decision forest detectors which are trained 

using both positive and negative examples.  

                                                           
1 Due to accidentally submitted wrong experimental results, but 

cannot anymore change official results, we withdraw our submis-

sion from the DCASE results, the results are evaluate from our 

corrected results. 

The systems described in this report is based on deep ran-

dom forest [12]. Deep random forest is a method of decision tree 

ensemble, which performance is very competitive to deep neural 

network. For detecting and classifying polyphonic events, use 

one-vs-the-rest (OvR) multiclass/multilabel strategy, fitting one 

deep random forest per event class.  

The reminder of the paper is structured as follows. Section 2 

describes the features used and presents a short introduction to 

Deep Random Forest. Section 3 presents the experimental set-up 

and results. Section 4 draws conclusion of our work. 

2. SYSTEM DESCRIPTION 

The system is based on deep random forest, built on DCASE 

2016 convolutional neural network system distributed by the 

participants and described in [9]. Feature extraction is done with 

python librosa2 package and the deep random forest modeling is 

based on code available on github3. The reminder of this section 

describes the core parts of system. 

2.1. Features 

MFCC is widely used in audio processing, such as speech 

recognition. Also, in DCASE 2016 task 3, most participants use 

MFCC. However, MFCC discard some useful information, re-

stricts its ability for sound event detection. Mel-filter banks have 

been widely used for sound event detection in DCASE 2016 task 

3, and have proven to be good features. In the proposed system, 

we use mel-filter banks.  

The original 44 kHz audios are down-sampled to 16 kHz. 

Then, 40 filter bank features are extracted, and the audio is di-

vided into 40ms frames with 20ms overlap using hamming win-

dow. 

2.2. Deep random forest structure 

A deep random forest has multi-grained scanning to scan raw 

features and cascade forest. In our systems, we only use the cas-

cade forest structure. Cascade forest is inspired by the recogni-

tion of representation learning in deep neural networks, which 

relies mainly on the processing of raw features layer-by-layer. 

Figure 1 shows a cascade forest structure, each cascade level 

receives feature information of its previous level processing and 

outputs its processing results to the next level. 

                                                           
2 https://github.com/librosa/librosa 
3 https://github.com/pylablanche/gcForest 
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Figure 1: Cascade forest structure of deep random forest. 

 
Each cascade of forest level is a decision tree forest ensem-

ble. For encouraging the diversity, different types of forests, 

complete-random forest and random forest are used. As to each 

complete-random tree forest, at each node of the decision tree, a 

feature is selected randomly to split. Similarly, each random for-

est is generated by the same way, at each node of the decision 

tree, a subset of d  number of features is randomly selected 

( d is the number of input features), and then a best gini value is 

selected to spilt. 
Each forest will produces a distribution estimate of the class 

by calculating the percentage of the different class of training 

examples in the leaf nodes of the relevant instance, and then 

averaging all the trees in the same forest [12]. Estimate the class 

distribution and form a class of vector, then concatenated with 

the original feature vector forms a new feature vector as input to 

the next cascade level. In the last level of cascade, each forest 

will produce the class distribution. Then, average the distribution, 

produce the predict probability finally. The structure of deep 

random forest is similar to the source described in [12]. It con-

sists of the following: 

·The used features are 40 frames of log Mel filter bank acoustic 

features with derivations, then stack into a sequence (0.8 seconds, 
the length of the sequence is very long) as an input. 

·Each level of cascade forest consists of 6 forest (3 complete-

random forest of each contains 303 trees, 3 random forest of each 

contains 303 trees, the fraction of the initial samples in a node to 

perform a split is 0.05). 

Note that the number of cascade levels can be automatically 

determined, because after growing a new cascade level, the per-

formance on the validation set of the whole cascade will be esti-

mated, if find no significant performance gain, the training pro-

cedure will terminate. Thus, the number of cascade levels is au-

tomatically determined. 

2.3. One-vs-the-rest multiclass/multilabel strategy 

One-vs-the-rest multiclass/multilabel strategy, also known 

as one-vs-all, the training strategy for each sound event class 

training a classifier. One advantage of this approach is its inter-

pretability, since each class train a classifier (represented by deep 

random forests), which can gain the class knowledge by detecting 

its corresponding classifier. To apply deep random forest to pol-

yphonic sound event detection, we use OvR multiclass/multilabel 

strategy, fitting one deep random forest per event class. We 

trained 7 deep random forest, of 6 are trained for the sound event, 

and 1 trained to discriminate whether the data is silence. 

2.4. Event detection 

The decoder was similar to the DCASE 2017 baseline system. 

Event probabilities are extracted from deep random forest. Then, 

a sliding smoothing window of 1 second length is applied. If the 

class is spotted within this window in more than 20 frames, the 

event is considered as detected in the central frame. 

3. EXPERIMENTAL RESULTS 

The baseline system is based on a multilayer perceptron architec-

ture using log mel-band energies as features. Using a 5-frame 

context, resulting in a length of 200 of feature vector. Using 

these features, a neural network containing two dense layers, 

each layer has 50 hidden units and 20% dropout is trained for 

200 epochs for each class. We also compare with a re-

implementation of CNN (with two convolution layers and two 

fully-connected layers) [9], and a stand Random Forest (trained 

use OvR multiclass/multilabel strategy) with 303 trees. All exper-

iments are conducted on 4-fold cross-validation. For the final 

submission, the system trained on all annotated data. 

 
Table 1: Segment-based overall metrics for baseline multilayer 

perceptron system, CNN system, random forest (RF) system and 

the proposed model 

Model ER F1, % 

Base   0.69 56.7 

CNN    0.78 51.2 

RF    0.83 32.4 

Ours 0.82 38.2 

 
Table 2: Segment-based Error Rate and F-score per class for 

baseline multilayer perceptron system, CNN system, random 

forest system and the proposed model 

Event 
ER F1, % 

Base  CNN  RF   Ours Base  CNN  RF   Ours 

brakes 

squeaking 
0.98   0.99  1.12  1.21 4.1     6.6     1.2    1.1 

car 0.57   0.74  0.79  0.78 74.1   66.5   55.5  59.6 

children 1.35   1.16  1.04  1.06 0.0     1.0     0.0    1.1 

large ve-

hicle 
0.90   1.06  0.98  1.00 50.8   36.4   15.8  23.8 

people 

speaking 
1.25   1.33  0.99  1.07 18.5   26.4   8.9    12.7 

people 

walking 
0.84   1.07  1.01  1.11 55.6   52.5   0.0    17.9 

 
For using error rate (ER) and F-score (F1) evaluating system 

performance, our model is lower than baseline and CNN systems. 

Similar to use GMM as classifier, deep random forest based sys-

tem relies on the classifier to decide activity of sounds, the OvR 

multiclass/multilabel strategy is not capable of detecting onsets 

and offsets within the evaluated tolerance [13]. But compare to 
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random forest based system, the model achieves 1.2% relative 

improvement of the ER and 17.9% relative improvement of F1. 

4. CONCLUSION 

A deep random forest based system submitted for DCASE 2017 

challenge was described. Although better performance applica-

tions of neural networks are reported in our paper for sound 

event detection, we presented a new random forest ideas for SED. 

Use the deep random forest as classifier and trained with OvR 

multiclass/multilabel strategy, we achieved better performance 

compared to random forest. In our later experiments, found that 

the performance can improve by fine-tuning parameters. Future 

work will concentrate on using the feature sequence of shorter 

length after processing, and combine with multi-grained scanning 

of deep random forest. 
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