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ABSTRACT 

This paper addresses the problem of sound event detection under 

non-stationary noises and various real-world acoustic scenes. An 

effective noise reduction strategy is proposed in this paper which 

can automatically adapt to background variations. The proposed 

method is based on supervised non-negative matrix factorization 

(NMF) for separating target events from noise. The event dic-

tionary is trained offline using the training data of the target 

event class while the noise dictionary is learned online from the 

input signal by sparse and low-rank decomposition. Incorporat-

ing the estimated noise bases, this method can produce accurate 

source separation results by reducing noise residue and signal 

distortion of the reconstructed event spectrogram. Experimental 

results on DCASE 2017 task 2 dataset show that the proposed 

method outperforms the baseline system based on multi-layer 

perceptron classifiers and also another NMF-based method 

which employs a semi-supervised strategy for noise reduction.  

Index Terms— Sound event detection, non-negative matrix 

factorization, sparse and low-rank decomposition, source separa-

tion 

1. INTRODUCTION 

Sound events such as gunshots, screams, glass breaks, etc. are 

often associated with hazardous situations. Automatic detection 

and monitoring of these sound events can be very useful for secu-

rity reasons. A key problem in sound event detection is the pres-

ence of the highly non-stationary and time-varying background 

noise in realistic applications [1]. Most existing methods using a 

well-trained classifier on environment-specific training data is 

designed for particular situations and is thus unable to handle 

unseen noise. In addition, even if it is possible to train a classifier 

with an enormous amount of data involving different types of 

sounds in different environments, it enables the flexibility in 

dealing with different noises but at the expense of sacrificing 

performance at specific environments [2]. The goal of this paper 

is to develop robust detection methods which can automatically 

adapt to background variations for practical applications.  

Techniques of non-negative matrix factorization (NMF) [3] 

have been extensively studied and successfully applied in speech 

enhancement for separating speech from noise [4-6]. Recently, 

many sound event detection systems using NMF have been pub-

lished with promising results [7-11]. NMF models the spectro-

gram of a sound signal with a dictionary of spectral bases and a 

corresponding activation matrix. Since the activations may vary 

along time, this model can describe non-stationary signals to 

some extent. The key strategy for NMF to detect target events 

from noise is to express noise and target events by different sets 

of bases. The input noisy signal is first decomposed by this com-

bined dictionary and then the target events can be reconstructed 

by only using the event components.  

In sound event detection task, samples of the target event 

class are usually available and an event dictionary can be pre-

trained and kept fixed during test. Strategies differ when dealing 

with noise. If a noise dictionary is also pre-trained and used in 

the decomposition, it is the supervised case. In contrast, in the 

semi-supervised case the noise dictionary is unknown and needs 

to be updated concurrently during test. For example, Gemmeke et 

al. [7] extracted bases for both the target event and the back-

ground noise and kept the dictionaries fixed during test. But this 

method can only be applied in simple and fixed noise conditions. 

To better handle unseen noise, Komatsu et al. [8] adopted the 

semi-supervised NMF strategy.  A noise dictionary was intro-

duced and learned during test with the aim of modeling unknown 

spectra which were not included in the training data. Their meth-

od can adapt to different noises but is not suitable for handling 

non-stationary noises. Since it lacks control over the noise bases, 

this method may not obtain accurate separation results, especially 

when there are many interference sound signals in the back-

ground which exhibit similar spectral profiles as the target event.  

In order to enhance system robustness and reduce back-

ground interference, this paper proposes to first estimate a noise 

dictionary from the input test signal and then conducts the super-

vised source separation procedure. Noise dictionary learning is 

accomplished by the technique of sparse and low-rank decompo-

sition [4, 12, 13] which has been proved useful in fore-

ground/background separation. The underlying idea is to decom-

pose a matrix into the summation of a low-rank matrix and a 

sparse matrix. This model also applies to sound event detection, 

that is, the foreground events are sparse due to its rare occurrence 

while the background noise is usually more stable and also less 

spectrally diverse than the foreground events and thus can be 

modeled by the low-rank part [13]. The low-rank part is further 

expressed by a linear combination of a limited number of bases 

(referring to the noise dictionary) upon NMF. Guided by the 

additional knowledge of noise bases, the event spectrogram can 

be better reconstructed via supervised NMF with less noise resi-

due and signal distortion. The proposed method shows its effec-

tiveness of adaptive noise reduction and achieves better perfor-

mance compared to the semi-supervised method especially when 

dealing with similar background interference.  
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2. PROPOSED METHOD 

The framework of the proposed method is presented in Fig. 1. In 

the training phase, an event dictionary for the target event class 

is trained by unsupervised NMF using the training set of clean 

event samples. The test phrase mainly consists of three steps: 

noise dictionary learning, supervised source separation, and 

event detection.  

First, a noise dictionary is estimated from the input test sig-

nal via unsupervised sparse and low-rank non-negative matrix 

factorization (called SLR-NMF for short in this paper). Then, 

combining the estimated noise dictionary with the pre-trained 

event dictionary, the input signal is decomposed again by super-

vised NMF for source separation. Thus the event spectrogram 

can be reconstructed by only using the event components. Final-

ly, the estimated event spectrogram is further smoothed and then 

processed by an energy detector to generate the final onset/offset 

results.  

2.1. Noise dictionary learning by SLR-NMF 

Sparse and low-rank decomposition represents a matrix as the 

summation of a low-rank matrix and a sparse matrix. The inter-

pretation with respect to the low-rank part and the sparse part 

differs according to specific applications. For sound event detec-

tion, the foreground events rarely happen and occupy very lim-

ited entries of the input matrix and thus can be well expressed by 

the sparse part. In contrast, the background noise is usually more 

stable and also less spectrally diverse than the foreground events 

and thus can be modeled by the low-rank part.  

Let 


 N T
V  denote the spectrogram of the input noisy 

signal where N is the number of frequency bins and T is the 

number of time frames. The model of SLR-NMF is given by 

  n nV W H S    (1) 

in which 


 N T
S is the sparse part representing the foreground 

events, and the low-rank part dedicated to the background noise 

is further represented upon NMF as the product of a noise dic-

tionary 


 nN R

nW  and an activation matrix 


 nR T

nH . nR  

is the number of noise bases satisfying  min ,nR N T  and the 

subscript n refers to “noise”.  

The following optimization problem is constructed to solve 

the decomposition in (1):  

  
1, ,

min |  
n n

n nD
W H S

V W H S S   (2) 

in which the first term is the Kullback-Leibler (KL) divergence 

[14] between the input matrix and its approximation, and the 

second term is a sparsity constraint on S which is measured by 

its L1-norm.  controls the weight of the sparsity constraint in 

the cost function and its selection will be discussed later in Sec-

tion 3. 

The multiplicative update rules for (2) are given as follows: 
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where 1 is an all-1 matrix with the same dimension as V and the 

superscript T means the transposition of a matrix. A B  and 

A B refer to the element-wise multiplication and division, re-

spectively. Hence, by solving (2) we obtain an estimate of the 

noise dictionary which directly describes the surrounding back-

ground of the current input signal. 

2.2. Source separation by supervised NMF 

Incorporating the noise dictionary nW  learned in Section 2.1 

and the pre-trained event dictionary, the input test signal can be 

decomposed into the noise part and the event part by NMF in a 

supervised way as follows: 

  s s n nV W H W H   (6) 

in which 


 sN R

sW with sR bases refers to the event dictionary 

and the subscript s refers to “event signal”. s sW H and n nW H are 

the estimated event and noise spectrograms, respectively. Here 

we conduct a second separation to the input noisy signal in a way 

that is different from the totally unsupervised decomposition in 

Section 2.1. This step can obtain more reliable separation results 

since both the prior knowledge of the noise and the target event 

class to be detected is utilized.  

Supervised NMF in (6) is solved by minimizing the KL di-

vergence between the input matrix and its reconstruction. The 

corresponding optimization problem is expressed as 

  
,

min | 
s n

s s n nD
H H

V W H W H   (7) 

Update rules for the activation matrices sH and nH in (7) are 

given by 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1: Framework of the proposed method 
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2.3. Event detection 

Like what is done in speech processing [4-5], Wiener filtering is 

conducted on the input spectrogram to get the final estimate of 

the event spectrogram, that is,  

 ˆ s s
s

s s n n




W H
V V

W H W H
  (10) 

For event detection, an energy detector is applied to ˆ
sV by meas-

uring the accumulation of energies of all frequency bins per 

frame. High energy values exceeding a threshold in a number of 

successive frames indicate the presence of a target event.  

3. EXPERIMENTS 

The proposed method is evaluated on DCASE 2017 task 2 da-

taset. This task focuses on the detection of three types of rare 

sound events (baby cry, glass break, and gunshot) in artificially 

created mixtures. The background audio material is from 15 dif-

ferent audio scenes including home, park, metro station, etc., 

making it a very complex detection scenario. In our detection 

algorithm, only isolated clean sound examples for target event 

classes are used for training and an event dictionary for each 

target event class is trained separately. It should be pointed out 

that no background audio is used for training. The development 

test set which contains 500 mixture audio examples for each 

target class is used for evaluation. Different SNR levels are tested 

including 6 dB, 0 dB, and –6 dB. All audio files are resampled to 

a sampling rate of 44100 Hz. Magnitude spectrogram via the 

short-time Fourier transform (STFT) is extracted as audio fea-

tures using a sliding window with a frame length of 40 ms and 

50% overlap. 

Metrics used in the challenge are event-based error rate (ER) 

and event-based F-score (see [15] for details). An event is con-

sidered correctly detected using onset-only condition with a col-

lar of 500 ms.  

3.1. Parameter settings 

Major parameters in the proposed algorithm are sR , nR , and  . 

We use the training mixtures in the development dataset for tun-

ing the parameters, which is disjoint from the test set. The search 

range for each parameter is empirically determined, that is, 

sR , nR {16, 32, 48, 64}, {0.05, 0.1, 0.2, 0.5, 0.8, 1}. 

The numbers of event bases and noise bases are very im-

portant parameters. For qualitative analysis, using a sufficient 

number of bases is preferable to model audio sources precisely. 

However, using too many bases may degrade the performance 

since it would easily lead to the mixing problem, that is, noise 

may be wrongly described by the event bases or in the reverse 

way. After a grid search over the pre-defined range, we found 

that =32sR  and =32nR are good choices which guarantee excel-

lent performance and also a satisfactory computational load.  

The sparsity parameter  used in the noise dictionary learn-

ing step has a significant effect on performance. It controls the 

strength of the sparsity constraint on the foreground event part 

and thus determines a trade-off between noise reduction and 

signal distortion. A larger  means a sparser foreground estimate 

and a more sufficient noise estimate but at the expense of includ-

ing some foreground event components. Since the goal of this 

decomposition is to learn a noise dictionary, it is better not to 

retain too many foreground event components within the noise 

part. So  should be a relatively small value. According to the F-

score results in Fig. 2, best results for glass breaks and gunshots 

are achieved around =0.1 . The performance degrades a bit 

under 0.1 and a larger  also yields poor results. However, the 

case for the baby cry class differs and it turns out that a large   

produces better results. This may be attributed to the considera-

ble difference between the baby cry spectrum and the noise spec-

trum which enables a tolerance of the event residue within the 

noise part. Hence we set =0.5 for the baby cry class and 

=0.1 for glass breaks and gunshots in experiments.  

For post-processing, the energy sequence computed from 

the estimated event spectrogram is further smoothed by a moving 

average filter. The duration of the filter is set to be a little shorter 

than the minimum length of the target event class as in [7].Very 

short detected events are also removed. Additionally, in order to 

obtain more accurate onset/offset results, a double-thresholding 

strategy is adopted. In other words, events are first detected using 

a large threshold, and then a small threshold is used to search 

within a small range before and after the duration of the detected 

event for the final onset and offset. This strategy is necessary and 

found to be useful especially for the baby cry class in experi-

ments. Because there might be several phrases or short pauses 

within a baby cry event, the detector using one threshold may 

only locate the phrase with higher energies thus resulting in inac-

curate onset or offset. The number of iterations in all the NMF 

algorithms is set to be 200 which is sufficient for convergence in 

our experiments.  
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Figure 2: Detection results on the training mixtures under dif-

ferent values of the sparsity parameter  . Best results are 

achieved at 0.1 for glass breaks and gunshots while 0.5 for the 

baby cry class. 
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3.2. Results and discussions 

The detection results for each target event class on the develop-

ment test set are presented in Table 1. Compared with the base-

line results provided by the challenge [16-17], our method 

achieves better performance. The average ER and F-score of the 

proposed method are 0.28 and 85.8% compared to 0.53 and 

72.7% of the baseline results. The baseline system employs a 

multi-layer perceptron (MLP) classifier for each target class and 

needs to be trained on mixture audio examples of different scenes 

and different SNR levels. In contrast, our method only uses iso-

lated event examples for training and adopts an adaptive noise 

reduction strategy, which is an advantage over the baseline sys-

tem. 

We also compared the proposed method with the semi-

supervised NMF method which was applied in [8]. It should be 

explained that the fully supervised NMF method which uses an 

offline-trained noise dictionary is not considered in this paper 

since it is not suitable for DCASE2017 task 2 which covers vari-

ous noise scenes. Training a noise dictionary on such a large 

amount of background data involving different sounds in differ-

ent scenes is troublesome. Moreover, it may lead to a large over-

lap between the feature space spanned by the noise bases and that 

of the target event, which can greatly degrade performance.  

It can be observed from Table 1 that our method outper-

forms the semi-supervised one and the detection results are im-

proved for all three event classes. The proposed method estimates 

a noise dictionary from the current input signal which directly 

models the surrounding background and thus can obtain accurate 

separation results in the supervised NMF step. However, the 

semi-supervised method lacks control over the noise bases and 

may wrongly decompose noise into the event part or conversely. 

So it can easily lead to noise residue or signal distortion within 

the estimated event spectrogram. The situation gets worse espe-

cially when encountering analogous background interference.  

The comparison of the two methods is illustrated by two test 

examples as shown in Fig. 3. In the baby cry detection example, 

there existed strong noise interference in the test signal. Our 

method had a fairly good effect of noise reduction and obtained 

excellent detection results. As for the semi-supervised method, 

the baby cry event was well captured by the event bases but part 

of the noise were also describe by the event bases, which led to 

harmful confusion in detection. In the second example of gunshot 

detection, the background noise in the test signal was highly non-

stationary and contained sounds whose spectral profile was very 

similar to that of a gunshot event. Our method demonstrated its 

ability of tackling similar background interference and correctly 

located the gunshot event. However, it can be seen from the es-

timated event part of the semi-supervised method that many im-

portant event components were lost.  

4. CONCLUSIONS 

This paper presents a sound event detection method based on 

source separation by supervised NMF. In order to deal with non-

stationary noises and background variations, this paper proposes 

to estimate a noise dictionary online from the input test signal 

using the technique of sparse and low-rank decomposition. Be-

cause the estimated noise dictionary can exactly describe the 

surrounding background, the succeeding supervised source sepa-

ration via NMF can provide accurate separation of target events 

and noise. Experimental results demonstrate the noise reduction 

ability of the proposed method when dealing with non-stationary 

noises and similar background interference. The proposed meth-

od achieves better results than the baseline system based on 

MLP and also outperforms another NMF-based method which 

employs a semi-supervised strategy for noise reduction. Note 

that the proposed work needs a relatively long signal to learn a 

noise dictionary. It is not suitable for real-time applications. 

Future work will be dedicated to develop real-time noise dic-

tionary learning techniques.  
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