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ABSTRACT

This technical report presents our system for the acoustic scene
classification problem in the task 1A of the DCASE2018 challenge
whose goal is to classify audio recordings into predefined types of
environments. The overall system is an ensemble of ConvNet mod-
els working on different audio features separately. Audio signals are
processed in both mono channel and two channels before we extract
mel-spectrogram and gammatone-based spectrogram features as in-
puts to models. All models are implemented by almost the same
ConvNet structure. Experimental results illustrate that the ensem-
ble system can achieve superior accuracy to the baseline by a large
margin of 17% on the test data.

Index Terms— Acoustic scene classification, ConvNet, En-
semble

1. ACOUSTIC SCENE CLASSIFICATION SYSTEM

The acoustic scene classification (ASC) task [1] in the DCASE2018
challenge is to recognize ten environmental scenes including - air-
port, bus, metro, metro station, park, public square, shopping mall,
street pedestrian, street traffic, and tram. Recordings are collected
from different locations by several devices. They can be very noisy,
or sound very similar between scenes, which make the task difficult.
In this challenge, we mainly focus on solving the ASC problem with
recordings from the same device.
Similar to previous works [2, 3, 4], our system is an ensemble of
models that are trained separately on different audio features. The
overall ASC system is illustrated in Figure 1.

1.1. Audio processing

Following the work in [2], audio signals are processed in both mono
and stereo. Log mel-spectrogram and gammatone based spectro-
gram are employed as audio features with the following parameters
- sampling rate of 48 KHz, window size of 2048, hop size of 1024,
and number of mel filter-banks and number of gammatone filter-
banks is 128. 10-seconds audio files are divided to smaller segments
with length of 2 seconds to be used as inputs of models.
For mono signals, on one branch, mel-spectrogram and gammatone-
spectrogram are extracted before we do background subtraction on
these features by using a median filter with size of 21, 11 on time
axis and frequency axis, respectively. On the other branch, we apply
harmonic-percussive source separation on the mono signals to ex-
tract harmonic components and percussive components before ex-
tracting spectrograms from them.
For stereo signals, we simply extract spectrograms directly from

Table 1: Acoustic scene classification results on the test set

Label Accuracy (%)
Baseline Ours

Airport 72.9 81.5
Bus 62.9 69.8
Metro 51.2 77.8
Metro station 55.4 82.2
Park 79.1 84.7
Public square 40.4 55.1
Shopping mall 49.6 75.6
Street, pedestrian 50.0 69.6
Street, traffic 80.5 91.1
Tram 55.1 79.7
Average 59.7 76.7

left and right channels on one branch, while on the other branch,
the two channels are combines by addition and subtraction before
extracting features.

1.2. ConvNet models

We implement the same ConvNet structure (conv net) for all input
features as can be seen in Figure 1&2. In case of stereo signals, out-
puts of two input features after the convnet are concatenated before
going through fully connected layers. Figure 3 displays the struc-
ture the convnet. Construction of the convnet is based on residual
network [5].
We train models on their corresponding input features indepen-
dently, which results in eight models. After training process, pre-
dictions from all models are computed by averaging to make a final
prediction.

2. EXPERIMENTAL RESULTS

The TUT Urban Acoustic Scenes 2018 dataset in the task 1A
contains recordings collected from various locations by using
the same device. There are totally 10 classes - airport, bus,
metro, metro station, park, public square, shopping mall, street
pedestrian, street traffic, and tram. From our observation, the task
is particularly hard even for people with blind-hearing test because
the recordings are noisy, and it is very easy to be confused between
scenes. The training data has 6122 files, the test data has 2518
files. In order to improve accuracy, we randomly divide the training
data into two parts that combine with the test data to get a 3-folds
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Figure 1: The acoustic scene classification system.

Figure 2: Network structures for different input features.

Figure 3: ConvNet architecture.

cross-validation setting.

Table 1 show our classification results on the test set with the
given evaluation setting. We achieve an average accuracy of 76.7%
which is superior to that of the baseline system by a large margin
of 17%. The street traffic scene is the most recognizable, while the
public square scene is the hardest one to classify. In our results,
many public square and shopping mall samples are misclassified as
street pedestrian and airport, respectively.

3. CONCLUSION

In this report, we introduce our experimental results for the task 1A
of acoustic scene classification in the DCASE 2018 challenge. By
ensembling convnet models on various audio features, our system
can achieve significant accuracy.
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