A CRNN-BASED SYSTEM WITH MIXUP TECHNIQUE FOR LARGE-SCALE WEAKLY LABELED SOUND EVENT DETECTION
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ABSTRACT

The details of our method submitted to the task 4 of DCASE challenge 2018 are described in this technical report. This task evaluates systems for the detection of sound events in domestic environments using large-scale weakly labeled data. In particular, an architecture based on the framework of convolutional recurrent neural network (CRNN) is utilized to detect the timestamps of all the events in given audio clips where the training audio files have only clip-level labels. In order to take advantage of the large-scale unlabeled in-domain training data, a deep residual network based model (ResNeXt) is first employed to make predictions for weak labels of the unlabeled data. In addition, a mixup technique is applied in model training process, which is believed to have some benefits on the data augmentation and the model generalization capability. Finally, the system achieves 22.05% F1-value in class-wise average metrics for the sound event detection on the provided testing dataset.

Index Terms— DCASE 2018, Weakly-supervised learning, Sound event detection, Convolutional recurrent neural network

1. INTRODUCTION

Great attention has been paid to developing advanced approaches to understand the sounds of everyday life in the contexts of practical applications of smart cars, smart home, surveillance and so on [1-3]. In order to automatically recognize the sound events in an audio recording, sound event detection (SED) has been studied to achieve the temporal information (timestamps) of these events. As the rapid development and significant success of deep learning techniques in recent years, deep learning methods have become the main approaches to solve the SED problem in DCASE challenge [4].

With the purpose of stimulating the development of SED methods in practical applications, Google opens the Audioset (An Ontology And Human-Labeled Dataset For Audio Events) to public, which has a large-scale dataset drawn from Youtube videos [5]. DCASE 2018 Task 4 makes use of a subset of the Audioset to support approaches for the large-scale detection of sound events using weakly labeled data contains only the presence or absence of the audio events (without timestamps).

For weakly supervised sound event detection, a large number of deep learning based methods have been developed by using gated convolutional neural networks [6], multiple instance learning [7], sample-level deep convolutional neural networks [8], stacked convolutional and recurrent neural networks [9] and so on. Some architectures proposed by these methods are very complicated and might not be suitable for general applications.

In this report, we explore to develop a simple system based on the CRNN framework using the well-developed neural networks as components to improve the performance and robustness in weakly-supervised sound event detection.

2. PROPOSED METHOD

Generally, we combine several processes together to solve the SED problem, which includes weak label predictions for unlabeled training data, CRNN system for sound event detection, mixup data augmentation and so on.

2.1. Weak label predictions for unlabeled in-domain training data

Since there is only a small weakly annotated training set is provided which is insufficient for an accurate SED in the given context, we utilize a well-developed neural network architecture in the field of computer vision to explore the possibility of making use of a large amount of unbalanced and unlabeled training data to strengthen the system performance. After a lot of comparative studies, the ResNeXt101 model [10] is selected to do the weak label prediction for unlabeled in-domain training data based on the provided weakly annotated training data. As we have little prior knowledge of the out-of-domain unlabeled training data, this part of data is not used in our system. Also we concern that the usage of out-of-domain data could introduce extra noise to the training data especially when the out-of-domain data does not have any reliable annotations.

A 5-fold cross-validation is employed on the weakly labeled training dataset to train the ResNeXt101 model to get a convergence. In the process of weak label prediction, we set a threshold value to keep up to 3 event labels for each clip in the unlabeled in-domain set, which is considered reasonable for the given dataset.


2.2. CRNN-based architecture with multi-time resolution for sound event detection

As shown in Figure 1, after the weak labels are obtained for these unlabeled in-domain training data, we actually obtain an extended weakly labeled training dataset, of which the number of samples has been significantly increased. On the basis of extended training dataset, a CRNN-based system is developed to predict the timestamps of sound events existing in the audio clips of evaluation dataset, which are referred as strong labels. In the CRNN architecture, a well-developed ResNet50 [11] or Xception [12] model is directly used as the CNN component to extract features from the time-frequency representations of input audio data. It should be noted that the ResNet or Xception model has been modified from the original version by reduce the values of stride parameters to 1 in the time axis in the pooling layer (max-pooling or average-pooling). In this way, the pooling operation in the time axis is suppressed and the time-step information is kept as much as possible, which is the basis for timestamp detection.

Following the CNN component is a gated bi-directional RNN layer (using recurrent units, GRUs), where GRU outputs are connected to a gated unit which consists of a sigmoid transform branch and a tanh transform branch. This gated unit is the same one as applied in Google WaveNet [13] model, which is used to introduce the attention mechanism to control the information flow through the networks. Following the gated RNN layer, an additional feed-forward neural network with softmax and sigmoid activations is used to locate the sound events in time axis and finally to achieve the SED output. The configuration of this feed-forward layer can be referred to [6].

![Figure 1: The two processes of proposed system](image)

2.3. Data augmentation based on mixup

In order to improve the performance of proposed system, an effective data augmentation technique named mixup is applied in both the two processes in our system. Mixup technique theoretically constructs virtual training examples by using the linear combinations of pairs of the representation of examples and their labels [6]. The virtual training examples can be generated by using the following formula:

\[
x = \alpha x_i + (1 - \alpha) x_j, \\
y = \alpha y_i + (1 - \alpha) y_j,
\]

where \((x_i, y_i)\) and \((x_j, y_j)\) are two samples randomly selected from the training dataset and the \(\alpha\) is the mixed ratio normally assigned from the range [0,1]. In our experiment, we choose \(\alpha \in Beta(3,3)\). Both the raw wave signals and their time-frequency representations can be used as the mixup samples.

2.4. Data balancing

The data imbalance problem is relatively significant for the data classes in the dataset of DCASE 2018 task 4. We utilize a simple way to do the data balancing just by ensuring at least one sample to be selected for each class in a batch.

2.5. Threshold adjustment

A threshold is needed in order to decide the existence of a sound event in an audio clip. It is important to choose a specific threshold for each class in the given task for SED. We manually adjust the thresholds for each class on the testing dataset. However, it may
result in over-fitting problem and has an effect on the performance of trained model on evaluation dataset.

2.6. Model ensemble

It is important to improve the system robustness by doing the fusion of different system results. In this work, we utilize the mean probability strategy to ensemble the probability outputs of the systems with different configurations.

3. EXPERIMENTS

3.1. Datasets and pre-processing

The dataset for 2018 DCASE task 4 is obtained from the Google Audioset, which contains a training dataset (containing 1578 weakly labeled clips, 14412 unlabeled in-domain clips and 39999 unlabeled out-of-domain clips), a testing dataset of 288 clips with strong labels and an evaluation dataset of 880 clips to be predicted. We first down-sample all these audio clips from 44.1 kHz to 16 kHz and transform the wave forms into log-mel energies. Then the 1st and 2nd order delta features of the log-mel features are obtained and all these 3 parts of features are stacked together as a 3-channel feature representation for the audios. Finally, the 3-channel features are used as the input of the proposed system.

3.2. Experimental setup

Different configurations of the proposed architecture are tested in this work. To optimize the loss, the parameters of all the networks are generally tuned depending on the heuristic experience. The label prediction process is carried out based on a 5-fold cross-validation setup and the threshold for label selection is set to 0.3. In the SED process, both ResNet50 and Xception models are used as the CNN component in CRNN framework. The two models are modified to generate time-frequency outputs with different sizes in the time axis. The sizes are set as 120, 128, 240 and 256. Thus, the four submissions are corresponding to the different time resolutions. There is no cross-validation for SED process, only the testing dataset with strong labels is used for test.

4. RESULTS

The SED results of the proposed system on the development testing dataset are listed in Table 1. The F-value and error rate measures are evaluated by using the official sed_val package [14] with a 200ms collar on onsets and a 200ms / 20% of the events length collar on offsets. The four submissions are respectively the fusions of system results where the difference among submissions is located in the time resolutions in sound event detection.

5. CONCLUSIONS

In this work, we have investigated the use of a CRNN-based system integrated with well-developed CNN models and mixup technique for the task 4 of DCASE2018 challenge. The proposed system finally achieve a F1-value as 22.05% which is significantly better than the baseline system which obtain F1 as 14.06%. In future we plan to test the system on other publicly available datasets and continuously make the improvements.
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Table 1: The class-wise metrics including macro-average F1-measure and error rate for Task 4.

<table>
<thead>
<tr>
<th>Class</th>
<th>Submission 1 using 120 time intervals</th>
<th>Submission 2 using 128 time intervals</th>
<th>Submission 3 using 256 time intervals</th>
<th>Submission 4 using 240 time intervals</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>F-score</td>
<td>Error rate</td>
<td>F-score</td>
<td>Error rate</td>
</tr>
<tr>
<td>Alarm/hell</td>
<td>6.0%</td>
<td>1.40</td>
<td>6.0%</td>
<td>1.41</td>
</tr>
<tr>
<td>Blender</td>
<td>33.8%</td>
<td>1.10</td>
<td>33.8%</td>
<td>1.10</td>
</tr>
<tr>
<td>Cat</td>
<td>0.0%</td>
<td>1.87</td>
<td>0.0%</td>
<td>1.87</td>
</tr>
<tr>
<td>Dishes</td>
<td>0.0%</td>
<td>1.43</td>
<td>0.0%</td>
<td>1.55</td>
</tr>
<tr>
<td>Dog</td>
<td>0.0%</td>
<td>1.68</td>
<td>0.9%</td>
<td>1.75</td>
</tr>
<tr>
<td>Electric shaver</td>
<td>57.8%</td>
<td>0.76</td>
<td>57.8%</td>
<td>0.76</td>
</tr>
<tr>
<td>Frying</td>
<td>46.7%</td>
<td>1.33</td>
<td>45.2%</td>
<td>1.42</td>
</tr>
<tr>
<td>Running water</td>
<td>14.5%</td>
<td>1.81</td>
<td>13.9%</td>
<td>1.89</td>
</tr>
<tr>
<td>Speech</td>
<td>3.4%</td>
<td>1.38</td>
<td>4.4%</td>
<td>1.38</td>
</tr>
<tr>
<td>Vacuum cleaner</td>
<td>58.4%</td>
<td>1.06</td>
<td>57.8%</td>
<td>1.09</td>
</tr>
<tr>
<td>Average</td>
<td>22.05%</td>
<td>1.38</td>
<td>21.98%</td>
<td>1.42</td>
</tr>
</tbody>
</table>
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