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ABSTRACT

In this report, the BUT team submissions for Task 1 (Acoustic Scene
Classification, ASC) of the DCASE-2018 challenge is described.
Also, the analysis of different method performance on the devel-
opment set is provided. The proposed approach is a fusion of two
different Conventional Neural Network (CNN) topologies. The first
one is the common two-dimensional CNNs which mainly is used in
image classification task. The second one is one dimensional CNN
for extracting embeddings from the neural network which is too
common in speech processing, especially for speaker recognition.
In addition to the topologies, two types of features were suggested
to be used in this task, Mel-spectrogram in log domain and CQT
features which explained in detail in the report. Finally, the outputs
of different systems are fused using a weighted average.

Index Terms— audio scene classification, i-vectors, convolu-
tional neural networks, deep learning

1. INTRODUCTION

Sorry, I didn’t have enough time to write the introduction.

2. DATASET

In this work, the DCASE2018 acoustic scene classification chal-
lenge data was used. The dataset consists of 10 scene classes and
was recorded in six large European cities and also different envi-
ronments in each city. In the development set of the dataset, each
acoustic scene has 864 segments which mean 8640 audio segments
in the development set. The evaluation set also was collected in
the same cities and has 3600 audio segments. Each segment has an
exactly 10-second duration which achieved by splitting the larger
recorded audio from each environment. The dataset includes a pre-
defined fold. Each team can also create its own folds, but we used
the single original fold for evaluation. The audio segments are 2-
channels recording at 48000 Hz sampling rate.

3. FEATURES

In this work different features are used in single and multichannel
modes. All features are extracted using zero mean audio signal.
The main features are Mel-spectrogram. For extracting this feature,
first short time Fourier transform is computed on 40 millisecond
Hamming windowed waves with 20-millisecond overlap using 2048
point FFT. Next, the calculated power spectrum is converted to 80
bands Mel scales features and finally is transformed to the logarith-
mic scale. The second used feature is 84-dimensional constant-Q

transform of the audio signal. This feature is extracted using librosa
toolbox [1].

We used the features in two modes, single channel and 4 chan-
nels. In single channel mode, the audio signal first converted to
mono and a single channel feature is extracted from it. In the 4
channel mode, 4 features are extracted from the signal similar to [2].
Two features from left and right channels, one feature from the sum-
mation of both channels (i.e. L + R) and one feature from the sub-
traction of both channels (i.e. L — R). Here, in contrast to [2] we
use these 4 features as a single input to the CNNs.

4. METHODS

‘We have suggested two different CNN topologies for this challenge.
The first one is the common two dimensional CNN which mainly
is used in image processing tasks and the second one is a one di-
mensional CNN which mostly is used in speech processing fields
for extracting neural network embedding which called x-vector, es-
pecially used in speaker recognition. Both networks are explained
in more details in the following.

4.1. Two-Dimensional CNN

We followed the common network proposed in [3] with some mod-
ifications. Table 1 shows the network architecture. In general,
the network contains 3 CNN blocks. The first layer is a two-
dimensional convolutional layer with 32 kernels with 7 * 11 kernel
size and unitary depth and stride in both dimensions. This layer fol-
lows with a batch-normalization and Rectified Linear Unit (ReLU)
activation. The next layer is a max-pooling layer operating over
2 x 10 non-overlapping rectangles which feed a dropout layer at
the end of CNN block. The output of this blocks feeds to the next
block and so on. At the end of the third CNN block, there is a 2-
dimensional global average pooling which by a batch-normalization
layer. Finally, the last layer of the network is a Dense layer (fully
connected) with 10 nodes and softmax activation function.

4.2. One-Dimensional CNN: x-vector Topology

The x-vector topology consists of one-dimensional CNNSs in the
time direction. Table 2 shows the network architecture for this case.
The network has three subparts. The first one just works in frame
level. The second part is statistic pooling compressing frame level
layer to one statistic layer. In contrast to CNN used in image pro-
cessing, here both mean and variance are used as extracted statis-
tics. The last subpart of the network is segment-level consisting
two Dense layer which follows with a Dens softmax layer like the
previous topology. This network was used in two manners. First,
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Table 1: 2-Dimensional CNN topology. BN: Batch Normalization,
ReLU:Rectifier Linear Unit.

Input 80 x 500 x 1 or 80 x 500 x 4

(7 x 11) Conv2D(pad=1, stride=1)-32-BN-ReLU
(2 x 10) MaxPooling2D
Dropout (0.3)

(7 x 11) Conv2D(pad=1, stride=1)-64-BN-ReLU
(2 x 5) MaxPooling2D
Dropout (0.3)

(7 x 11) Conv2D(pad=1, stride=1)-128-BN-ReLLU
(5 x 10) MaxPooling2D
Dropout (0.3)

GlobalAveragePooling2D
BatchNormalization

Dense-10-SoftMax

the softmax output of the network is used like before. In the second
case, the embeddings which extracted from the first segment level
affine transform are used for training another classifier. Here, Co-
sine distance is used which is too common in speaker verification.
So, for each class, the average of embeddings of each class is used
as class representation and cosine distance is used to measure the
similarity of each test vector with different classes. For more detail
about x-vector we kindly refer the reader to original paper [4].

5. SYSTEMS AND FINAL FUSION

In this challenge, we used different systems to make the final fusion
results. For each feature type, one two-dimensional CNN is trained
with the single channel features. Also, one more CNN is trained
using 4-channels features. So, for each feature type we have two
networks. In addition to these, one x-vector CNN is trained for
each feature by using one-channel features. So, we have 6 networks
with softmax classifier. The x-vector CNNs also are used to extract
neural network embeddings, which means two more systems which
used cosine distance classifier.

We trained these systems in two scenarios, the first one using
the data without any augmentation and the second one using aug-
mented data. Finally, we have 16 systems (8 for each scenario)
should be fused to form the final submission. The combination of
data-augmentation and also using cosine distance based system or
not, constructs 4 different final submission. The output of differ-
ent systems is fused by weighted average using FoCal Multi-class
toolbox [5].
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