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ABSTRACT 

In this technical report, we propose our solutions applied to our 
submission for DCASE2019 Task2. We focus on the model archi-
tectures which can efficiently tag the audio with multi-label and 
noisy label. Furthermore, we use multi-label models based on 
convolutional network and recurrent network to unify detection 
of audio events. Graph representation is also utilized to take the 
audio event co-occurrence into account which is reflected in the 
loss functions. We also tried Semi-Supervised Learning to use the 

noisy data. Finally, we tried an ensemble of CNNs and CRNN, 
trained by using cross validation folds. Compared to the baseline 
score of 0.537, we achieved a score of 0.700 on the public leader-
board. 
  

Index Terms— Audio event, CNN, CRNN, graph rep-

resentation, Semi-Supervised Learning 
 

1. INTRODUCTION 

Due to lack of large-scale audio datasets, applying machine learn-
ing methods to the field of audio events classification and detec-
tion is challenging. The Detection and Classification of Acoustic 

Scenes and Events 2019 (DCASE2019) is held to encourage peo-
ple to explore novel approaches which can applied to specific au-
dio challenges. There are five tasks in DCASE2019 challenge, this 
technical report describes our submission of task 2 [1, 2], audio 
tagging with noisy labels and minimal supervision. 

In freesound audio tagging 2019, officials provided two data 
sets, a small set of manually-labeled data and a lager set of noisy-
labeled data. How to use noisy data effectively is the key point to 

get a high score.  
Recently, neural networks are widely used to audio classifi-

cation tasks [3, 4]. We also used two types of deep learning net-
works: CNNs and CRNNs. In order to combine their performance, 
we use an ensembling method to get the final prediction.  

2. PROPOSED FRAMEWORK 

Compared to the single label audio tagging task, we put stronger 
focus on considering the multi-label and noisy label. In the sec-
tions to follow, we describe the audio features, loss functions and 

network architectures. 

2.1. Input 

The audio signals, sampled at 44.1KHz, are converted into log-
mel spectrograms. A window size of 46ms and 40ms with 50% 
overlap are used. The first feature extraction scheme is 128 mel-
scale filters which is used to train the CNN model. The second 

feature extraction scheme is 40 mel-scale filters which is used to 
train the CRNN model. When the lengths of the audios in the cu-
rated datasets are different, we used an audio segment of T = 128 
(3 channels) and T = 512 (one channel) respectively, where the T 
is the time dimension of the feature. The lengths of most audios 
in the noisy datasets are 15s. We also stacked the one channel fea-
ture to 3 RGB channels to train a CNN model. 
        The figure below shows the number of audio clips in curated 
datasets. 

 

 

Figure 1: the number of audio clips 

2.2. Network Architecture 

We experimented with two different network architectures. CNN 
has achieved many excellent results in the field of image recogni-
tion, so we first adopted the VGG-style [5] convolutional network, 
and the model structure is shown in table 1. 
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Table 1: Description of convolutional neural network architec-
ture 

Input 3×128×128 (1×128×512) 

3×3 Conv(stride-1, pad-1)-64-BN-RELU 

3×3 Conv(stride-1, pad-1)-64-BN-RELU 

2×2 MaxPool(stride-2) 

3×3 Conv(stride-1, pad-1)-128-BN-RELU 

3×3 Conv(stride-1, pad-1)-128-BN-RELU 

2×2 MaxPool(stride-2) 

3×3 Conv(stride-1, pad-1)-256-BN-RELU 

3×3 Conv(stride-1, pad-1)-256-BN-RELU 

2×2 MaxPool(stride-2) 

3×3 Conv(stride-1, pad-1)-512-BN-RELU 

3×3 Conv(stride-1, pad-1)-512-BN-RELU 

2×2 MaxPool(stride-2) 

512×80 FC(dropout-0.4) 

 
        We also tried other convolutional networks, including Res-
Net18 [6], SEResNet [7] and Densenet [8]. Due to the differences 
between audio and image, deeper model did not get better results. 
        Because of the strong temporal correlation of audio, we tried 

to model time series. So we used the convolutional layers and 
Gated Recurrent Unit (GRU) [9] to form the network, convolu-
tional layers learn effectives features and higher recurrent layers 
perform sequential modelling. The CRNN architecture is shown 
in table 2. 
 

Table 2: Description of convolutional recurrent neural net-
work architecture 

Input 1×40×512 

5×5 Conv(stride-1×1, pad-SAME)-256-BN-RELU 

5×1 MaxPool(stride-5×1) 

5×5 Conv(stride-1×1, pad-SAME)-256-BN-RELU 

4×1 MaxPool(stride-4×1) 

5×5 Conv(stride-1×1, pad-SAME)-256-BN-RELU 

2×1 MaxPool(stride-2×1) 

CNN output: x 

BiGRU-2-layers (dropout-0.2) 

GRU output: a 

a + x (Residual) 

512×80FC(dropout-0.4) 

 

2.3. Loss Function 

Since the audio tagging task is a multi-label problem. So, we use 
the MultiLabelSoftMarginLoss in PyTorch [10]. It creates a crite-
rion that optimizes a multi-label one-versus-all loss based on max-
entropy between input x and target y of size (N, C). 
 

loss(𝑥, 𝑦) = −
1

𝐶
∗∑𝑦[𝑖] ∗ log((1+ exp(−𝑥[𝑖]))−1)

𝑖

 

  +(1 − 𝑦[𝑖]) ∗ log(
exp(−𝑥[𝑖])

(1+exp(−𝑥[𝑖]))
) (1) 

 
        To count the co-occurrence of audio evens, we also introduce 
the graph Laplacian regularization as described in section 2.4. 
 

2.4. Graph Laplacian Regularization 

Conventional methods cannot consider the co-occurrence of the 
audio events. In this case, we leverage the power of Laplacian ma-
trix to take events co-occurrence into account [11]. In our experi-
ment, it can significantly reduce the training time but with in-
creased performance. The graph Laplacian matrix L [12] is defined 
as  

 

  L = ∆ − A   (2) 

 
where ∆ is degree matrix which is diagonal. A is called adjacency 

matrix. The adjacency matrix was calculated by counting the num-
ber of co-occurring audio events in each clip over the curated train-
ing datasets. 

 

    ∆𝑖𝑖 = ∑ 𝐴𝑖,𝑗𝑗      (3) 

 
        So, our loss function is finally given as  
 

Loss = MultiLabelSoftMarginLoss +
βTr{(∑ 𝑦𝑡

𝑇
𝑡=1 )𝑇𝐿(∑ 𝑦𝑡

𝑇
𝑡=1 )}  (4) 

 
        In our work, the regularization weight β is 1e-5. 

 

2.5. Semi-Supervised Learning (SSL) 

One of the features of this task is that it contains a lot of noisy-
labeled data. In the past year’s Freesound challenge, many solu-
tions were used to handle noisy label, such as pseudo-labeling, 
which was to relabel the weakly labeled data using the pre-trained 
models.  
        In our experiment, we used a Semi-Supervised Learning 

method called Interpolation Consistency Training (ICT), proposed 
in [13]. In order to verify the effectiveness of ICT, we split the 
curated datasets into two parts, training set and evaluation set. The 
training set is 20% of the total and the evaluation set is 80% of the 
total. In addition, we also used full noisy-labeled data to train the 
model. But we removed the noisy label. 
        We used the VGG-style model and trained for 200 epochs. 
Finally, we achieved a score of 0.612 on the evaluation set. The 

model also can make our public leaderboard score higher . 
        Furthermore, due to time constraints, we did not get better 
results using ICT. In the future, we will go further with ICT or 
other SSL methods. 
 

3. EXPERIMENT 

3.1. Experiment Settings 

In our experiment, we used the same learning rate to train all 
CNNs, which is different from CRNN. But we used the same 
learning rate adjustment strategy, and Adam [14] was used as the 
gradient descent algorithm. Refer to table 3 for the values. 
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Table 3: Training hyper-parameters 

Hyper-parameters Values 

Batch-size 32 

Learning rate (LR) 3e-3 (CNNs) / 1e-4 (CRNN) 

LR decay factor  0.9 

LR decay rate 2 

  

3.2. Data Augmentation 

Mix up [15] is a data augmentation method used during training 
with the curated and noisy datasets. It linearly mixes two training 

data and then inputs into the model. Let 𝑥𝑖 and 𝑥𝑗 are two samples 

from the train loader,  𝑦𝑖 and 𝑦𝑗 are the corresponding one-hot la-

bel, then the mix up generates an augmentation data 𝑥 and its label 

𝑦 as follows: 

 

    𝑥 = 𝛼𝑥𝑖 + (1− 𝛼)𝑥𝑗      (5) 

�̂� = 𝛼𝑦𝑖 + (1 − 𝛼)𝑦𝑗                     (6) 

 
where α ∈ (0,1). In our work, we set α to be a variable of Beta(0.2, 

0.2). 
        In addition, we also tried another audio data augmentation 
method called SpecAugment, proposed in [16]. But we did not get 
a significant improvement. So, in order to save the inference time 
on the stage 2, we did not use this method.  
 

3.3. Evaluation Metric 

Label-weighted label-ranking average precision is the primary 

metric of this task. Formally, given a binary indicator matrix of 
the ground truth labels y ∈  {0,1}𝑛𝑠𝑎𝑚𝑝𝑙𝑒𝑠×𝑛𝑙𝑎𝑏𝑒𝑙𝑠 and the score of 

each label 𝑓 ∈ ℝ
𝑛𝑠𝑎𝑚𝑝𝑙𝑒𝑠×𝑛𝑙𝑎𝑏𝑒𝑙𝑠 , the average precision is defined 

as  
 

        LRAP(y, 𝑓) =
1

𝑛𝑠𝑎𝑚𝑝𝑙𝑒𝑠
∑

1

‖𝑦𝑖‖0
∑

|𝐿𝑖𝑗|

𝑟𝑎𝑛𝑘𝑖𝑗
𝑗:𝑦𝑖𝑗=1

𝑛𝑠𝑎𝑚𝑝𝑙𝑒𝑠−1

𝑖=0
     (7) 

 

where 𝐿𝑖𝑗 = {𝑘: 𝑦𝑖𝑘 = 1, 𝑓𝑖𝑘 ≥ 𝑓𝑖𝑗} , 𝑟𝑎𝑛𝑘𝑖𝑗 = |{𝑘: 𝑓𝑖𝑘 ≥ 𝑓𝑖𝑗}| , 

|·|computes the cardinality of the set, and ‖·‖0 is the 𝐿0 “norm”. 

 

4. RESULTS 

We used 5-fold cross validation to select the weight best model. 
Each fold has the same number of categories. The table below 

shows the cross-validation score of each fold. 
 
Table 4: Stratified folds of curated datasets 

Fold 1 2 3 4 5 total 

Clips 991 1001 993 982 1003 4970 

 
Table 5: The cross-validation score of each fold 

 Fold1 Fold2 Fold3 Fold4 Fold5 

VGG-

style 

0.851 0.839 0.837 0.860 0.840 

CRNN 0.839 0.809 0.821 0.848 0.824 

 

        Finally, we submitted 2 submissions with different model en-
semble. We fused the CNNs and CRNN by using weighted geo-
metric mean as follows: 
 

          𝑌𝑒𝑛 = exp (
1

𝑁
∑ 𝜇𝑛log(𝑦𝑛)𝑛 )       (8) 

 
Where N denotes the number of models and μ denotes the weight 

of different models. In our work, μ is 0.4 for the outputs from 

CRNN and 0.6 for CNNs. The N is 27 and 26: 
5(fold) ×  (VGG× 2  + ResNet18 + Densenet + SEResNet) + 

CRNN + ICT_VGG  and 5(fold) ×  (VGG× 2  + ResNet18 + 

Densenet + SEResNet) + ICT_VGG. 
 
Table 6: Score of our submissions 

Number of models Public leaderboard 

26 0.699 

27 0.699 
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