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ABSTRACT

In this technical report, we propose a sound event detection system
using a residual network (ResNet) with a self-mask module for a
task 4 of detection and classification of acoustic scenes and events
2019 (DCASE 2019) challenge. Our system is constructed with a
convolutional neural network based on a ResNet. We introduce a
self-mask module as a region proposal network in order to detect
event time boundaries. The self-mask module constrains time dura-
tion of silent and sound events by proposing candidates of the sound
event region. These constraints improve detection accuracy of the
sound event regions. Evaluation results show that our system ob-
tains 36.09% of event-based F1-score for a sound event detection
on a validation dataset of the task 4.

Index Terms— CNN, ResNet, SENet, SE Module, Self-mask,
Region Proposal, Sound event detection, SED

1. INTRODUCTION

In this report, we challenge on a sound event detection (SED) [1, 2]
problem defined by detection and classification of acoustic and
scean event (DCASE) 2019 task 4 [3]. The goal of the task 4 is
to evaluate systems for the detection of sound events using real
data either weakly labeled or unlabeled, and simulated data that is
strongly labeled (with time stamps). Our system predicts not only
the event class but also the event time boundaries given that poly-
phonic events can be present in an audio recording. We employ
a residual network (ResNet) [4] and a self-mask module for this
task. The ResNet is selected as a base network for the sound detec-
tion, because ResNets have got state-of-the-art performance on the
ILSVRC & MS COCO 2015 competitions in image classification,
detection, localization and segmentation [4]. The self-mask mod-
ule constrains time duration of silent and sound events for accurate
detection of onset and offset in SED by proposing candidates of
sound event regions. This combination has improved the estimation
accuracy of the sound region.

2. PROPOSED METHOD

Figure 1 shows the overall neural network architecture of proposed
method. The proposed system is constructed based on a ResNet
with a self-mask module.

2.1. Feature extraction

Our system extracts an audio feature x from a raw signal be-
fore entering the network. A log mel spectrogram (2048 window
length, 431 hop length) is extracted from an audio clip re-sampled to
44.1 kHz and padded or truncated to 10 seconds. Min-max feature
scaling is applied to the log mel spectrogram in a row-wise manner,
in a column-wise manner and in overall spectrogram. Each scaling
generates a row-wise normalized matrix Arow, a column-wise nor-
malized matrix Acol and an overall normalized matrix Aall. The
audio feature x is an element-wise product of the three normalized
log mel spectrograms:

x = Arow ◦Acol ◦Aall. (1)

The audio feature x has 1024 frames by 128 mel frequency chan-
nels.

2.2. Network outputs

We denote an instance by the audio feature x ∈ [0, 1]1024×128,
and its relevant class labels by a target vector (class target)
yc ∈ {0, 1}K , and its relevant event detection labels by a tar-
get matrix (strongly labeled target) ys ∈ {0, 1}H×K , where K is
the number of labels, H is the size of time frames, c indicates a
class target and s indicates a strongly labeled target in training data.
Given a weakly labeled training datasetDw = {xn,y

c
n}N

w

n=1, and a
strongly labeled dataset Ds = {xn, (y

c
n,y

s
n)}N

s

n=1, where Nw and
N s are the numbers of samples in Dw and Ds, respectively.

The network takes the audio feature x as an input, and has five
output streams as shown in Fig. 1. The first stream, the second
stream, the third stream, the fourth stream and the fifth stream out-
puts an event detection probability f s(x) ∈ [0, 1]H×K , a classi-
fication probability fc(x) ∈ [0, 1]K , an event region probability
fe(x) ∈ [0, 1]H , a proposal region probability fp(x) ∈ [0, 1]H

and a raw-event region probability f r(x) ∈ [0, 1]H , respectively.
This probability is used to calculate an event detection loss (in
2.6.2). The classification probability fc(x) is classification score to
compute a classification loss (in 2.6.1). The event region probabil-
ity fe(x), the raw-event region probability f r(x) and the proposal
region probability fp(x) are probabilities about time duration of
silent and sound events. These probabilities are used to calculate a
region loss (in 2.6.3).
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Figure 1: The overall neural network architecture of proposed method. There are five outputs: the event detection probability f s(x) for
training class and location of sound event, the classification probability fc(x) for training only class, the others (fe(x),f r(x),fp(x)) for
training regions of sound events.

2.3. Network architecture

The network path branches into the main path and the raw-event re-
gion stream at the beginning. In the main path, the audio feature x
is supplied to convolution layers (conv layers). The conv layers con-
sist of a convolution layer (kernel size: 3×3), a batch normalization
layer, a ReLU function layer and a maxpool layer (stride: 2). These
layers increase a channel size of the audio feature x from 1 to 64,
reduce the size of width and height by half, and convert the audio
feature x to an audio conv feature map Ma. The conv layers feed
Ma to a residual block and a self-mask module. The audio conv fea-
ture map Ma before entering the residual block is multiplied with a
region feature map MR which is an output of the self-mask module.
After the residual block, an average pool layer and a linear trans-
formation layer convert an output of the residual block to a logit
matrix ML. The logit matrix ML is activated by a sigmoid func-
tion, and becomes the event detection probability f s(x). The event
detection probability f s(x) is sent to the event detection stream,
the classification stream and the event region stream. In the event
detection stream, the network directory outputs the event detection
probability f s(x). In the classification stream, a maxpool layer ex-
tracts the classification probability fc(x) from f s(x). In the event
region stream, another maxpool extracts the event region probabil-
ity fe(x) from f s(x).

In the proposal region stream, the self-mask module takes
the audio conv feature map Ma, which generates a region feature
map MR. The module sends the region feature map MR to the
main path and to a maxpool layer. As previously stated in the last
paragraph, the returned MR multiplied by the audio conv feature
map Ma is supplied to the residual block. The maxpool layer con-
verts the region feature map MR to the proposal region probability
fp(x).

In the raw-event region stream, the audio feature x is supplied
to a maxpool layer. The maxpool layer extracts a maximum spec-
tral intensity V MSI from x. An activation layer consists of a hy-

perbolic tangent function with a threshold values of 0.5. This layer
converts the maximum spectral intensity V MSI into the raw-event
region probability f r(x).

2.4. Self-mask module

The self-mask module introduced to the shallow middle layer of the
ResNet (Fig. 1) detects an event time boundaries. Figure 2 shows
architecture of the self-mask module. The self-mask module con-
sists of two feedforward neural networks with “shortcut connec-
tions” [4, 5]. The self-mask module takes the audio conv feature
map Ma and generates a region probability map MR. The self-
mask module is trained to make fe(x) and fp(x) a same proba-
bility of f r(x). These probabilities indicate the existence probabil-
ity of sound events. Therefore, this training enables the self-mask
module to constrain time duration of silent and sound events. These
constraints improve detection accuracy of the sound event regions.

2.5. Residual block

Residual block is based on ResNet18 [4], and consists of 4 base
blocks as shown in Fig. 3. We adopt pre-activation blocks [6] and
SE modules [7] for each base block. These blocks and modules are
known to improve ResNet performance [6, 7]. A base block con-
sists of two pre-activation blocks, two SE modules, and two shortcut
paths (Fig.3). A convolution layer and a batch normalization layer
are installed on a first shortcut path in order to make a size of an in-
put feature equal to that of a SE module output. The pre-activation
block consists of two convolution layers, two batch normalization
layers, and two ReLU layers as shown in the bottom of Fig.3. The
SE module consists of a global average pooling layer, two fully con-
nected (FC) layers, a ReLU layer and a shortcut path as shown in
the top right in Fig.3. The base blocks double a channel size of a
supplied feature, and reduce the feature width and height by half in
the third and fourth blocks.
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Figure 2: The architecture of the self-mask module.

2.6. Training

In the task 4, a real dataset labeled only class information Dw

and a simulated dataset labeled class with time stamps Ds are
given. Our system predicts both event classes and event time
boundaries by checking the classification probability at each time
frame of event detection probability f s(x). A classification loss
function Lclass(fc(x),yc) constrains networks to predict the event
classes from class labeled dataset Dw and Ds. An event detec-
tion loss functionLstrong(f s(x),ys) is required to predict the event
time boundaries from strongly labeled dataset Ds. To improve de-
tection accuracy of the sound event regions, we introduce a region
loss function Lregion(fe(x), fp(x), fr(x)) for training the self-
mask module. A total loss L becomes:

L = Lclass(fc(x),yc) + Lstrong(f s(x),ys)

+αLregion(fe(x), fp(x), f r(x)), (2)

where α is a hyper parameter. We set α to 0.1 and 0.01 in the task 4
challenge.

2.6.1. Classification loss

The given dataset consists of 10 sound-event classes and they are
imbalanced. In order to deal with the imbalanced data, we use
weighted binary cross entropy (WBCE) loss [8]. A weight vector
w = {wk}Kk=1 of WBCE loss are calculated in

wk =
e1/nk∑K
k=1 e

1/nk

, (3)

where nk is a total number of events for each class. The classi-
fication loss is calculated with a strongly labeled dataset Ds and
weakly labeled dataset Dw respectively. The classification loss is
defined as:

LWBCE(f
c(x),yc) =

1

K

K∑
i=1

−wi[y
c
i log(f

c
i (x))

+ (1− yci ) log(1− fc
i (x))], (4)

where wi, yci and fc
i (x) are i-th element of w, yc and fc(x), re-

spectively. The classification loss becomes:

Lclass = Lw
WBCE(f

c(x),yc) + Ls
WBCE(f

c(x),yc), (5)

Figure 3: The architecture of the residual block, the base block, and
SE Module.

where Lw
WBCE is calculated with weakly labeled dataset Dw, and

Ls
WBCE is calculated with strongly labeled dataset Ds.

2.6.2. Event detection loss

An event detection loss of strongly labeled data is calculated using
binary cross entropy (BCE) loss. The event detection loss becomes:

Lstrong(f s(x),ys) =
1

HK

H∑
h

K∑
k

−[yshk log(fs
hk(x))

+ (1− yshk) log(1− fs
hk(x))], (6)

where the target yshk and f s
hk are the h-th row and k-th column of the

event labeled matrix ys and the event detection probability f s(x),
respectively.

2.6.3. Region loss

The proposed self-mask module is trained to minimize the loss be-
tween a event region probability fe(x) and a proposal region prob-
ability fp(x). The network is trained to minimize the loss between
a raw event region probability f r(x) and an event region probabil-
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ity fe(x). The region loss becomes:

Lregion(fe(x), fp(x), f r(x)) (7)

=
1

H

H∑
h

−[fe
h(x) log(f

p
h (x))

+ (1− fe
h(x)) log(1− fp

h (x))]

+
1

H

H∑
h

−[f r
h(x) log(f

e
h(x))

+ (1− f r
h(x)) log(1− fe

h(x))], (8)

where fe
h(x), f

p
h (x) and f r

h(x) are h-th element of fe(x), fp(x)
and f r(x).

3. ADDITIONAL PROCESSING SPECIFIC TO
EVALUATION

Our system predicts both event classes and event time boundaries by
checking the classification probability at each time frame of event
detection probability f s(x). In order to improve accuracy of event
detection, we employ an ensemble method and an event connecting
& cutting method.

The predictions of top 4 lowest loss for the validation dataset in
the training iterations are ensembled by weighting with F1-score of
each class.

In order to improve precision, columns of f s(x) are replaced
with zero column vectors when the corresponding frame is deter-
mined as a gap shorter than 0.2 second (3 frames), and replaced
with one column vectors when a gap between the corresponding
frames is less than 0.2 second.

4. EVALUATION RESULTS

Table 1 shows the results on validation set. We have submitted four
models to the DCASE task 4. All the F1-score of the four models
exceed the baseline event-based F1-score for SED on the valida-
tion set. The best model obtains 36.09% of event-based F1-score.
It has increased by 12.39 percentage points from the baseline F1-
score 23.70% [3].

Table 1: Overall metrics (event-based) on validation set
Models F1 (%)
DCASE Baseline [3] 23.70
ResNet18 + self-mask (α = 0.1) 31.65
ResNet18 + self-mask (α = 0.01) 32.87+ event connecting & cutting
ResNet18 + self-mask (α = 0.01) 34.51+ ensemble
ResNet18 + self-mask (α = 0.01) 36.09+ ensemble + event connecting & cutting

5. CONCLUSION

In this technical report, we have proposed a SED system using
ResNet with self-mask module for a task 4 of DCASE 2019 chal-
lenge. The self-mask module in the proposed system is a region

proposal network developed for a sound event detection, which con-
strains time duration of silent and sound events by proposing can-
didates of the sound event region. These constraints improve detec-
tion accuracy of the sound event regions. Our system has obtained
an event-based F1-score of 36.09% on the validation dataset.
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