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ABSTRACT

This technical report describes the system we used to participate in
task 2 of the DCASE 2019 challenge. The task is to predict the tags
of audio recordings with using a small number of manually-
verified labels and a much larger number of noisy labels. In this
task, we propose serveral convolutional neural networks to learn
from log-mel spectrogram features. To improve the performance,
different techniques preprocessing, data augmentations, loss
functions and cross-validation are involved. The prediction results
are then ensembled using geometric mean. On the test set used for
evaluation, our system achieved a score of 0.734.

Index Terms— predict the tags of audio, noisy labels,
convolutional neural networks, data augmentation, ensembled

1. INTRODUCTION

Audio classification is to identify the class of sounds in a given
audio signal, where the classes to be detected are typically defined
in advance. The Detection and Classification of Acoustic Scenes
and Events (DCASE) [1] is a recurring challenge with several tasks
pertaining to the classification of audio. This paper describes the
system we used to participate in DCASE 2019, task 2 [2].

In task 2, participants are provided with a dataset developed
by the Freesound initiative [3]. The training part consists of
manually-labeled (curated) data from Freesound Dataset (FSD)
and noisy-labeled data from Yahoo Flickr Creative Commons
100M dataset (YFCC). The testing data consists of audio from
FSD dataset. The sampling rate of audio recordings are all 44.1
kHz. There are 80 sound event classes in the vocabulary and each
audio clip is associated with more than one class.

In recent times, the state-of-the-art in machine learning has
come from research in neural networks [4]. It’s of the same
situation in audio classification, with many of the top submissions
in DCASE challenges utilizing neural network architectures [5, 6,
7]. We follow this trend and use two network structure: one is
InceptionV3 for training curated data, the other is simple cnn
model with 8 layers for training all data. The purpose of training
multiple models is to use an ensembling method to combine their
abilities of prediction. To achieve this, we use a popular technique
called geometric mean.

The key point of task 2 is the subset with noisy labels. The
noisy labels can negatively affect the performance of the system
and should be handled appropriately. We have tried new Google
semi-supervised method, Mixmatch[8], however it didn’t work
well for the task till now. Final we use some label smoothing
methods to improve our model trained with noisy labels.

Other than the noisy labels, there are lots of other tips useful to
be demonstrated. Firstly, the lengths of the audio clips vary greatly,
from 0.3 s to 30 s. This is a problem because basic convoluntional
neural network models expect a fixed-size feature as input.
Another consideration is the silence of the inputs; does the entire
clip contain important information or only specific part? We
address both these issues later in the paper and present our findings.

The rest of this paper is organized as follows. In Section 2, the
preprocessing and feature extraction methods are described. In
Section 3, the neural network architectures, training methodology,
and ensembling algorithm are presented. The results are then given
in Section 4. Finally, we summarize in Section 5.

2. PREPROCESSING AND FEATURE EXTRACTION

Prior to training, we applied preprocessing to the inputs followed
by feature extraction. Our preprocessing step consists of silent
removal (60 dBFS) and zero-padding to the beginning and end of
short data. Then we use mel-spectrogram as input feature. Mel-
spectrogram was used by most of the top teams in DCASE 2018
challenge and considered to be most suitable feature for audio
tagging task. The parameters are as follows: sample frequency
44100 Hz, mel bands 128, hop size 347*duration to make 128
frames , pre-fft Hamming window. In addition, PCEN is compared
with log mel spectrogram, however, without enough parameter
adjusting, it did not show improvement than log mel [9].

Among the studies using deep learning, the task of image
classification has been developed particularly, and many methods
have been published in recent years. We transform the
standardized mono mel feature to 3 channels of (128×128×3), so
that the traditional network structures of image classification task
can be applied here in this task.

3. TRAINING AND INFERENCE



3.1. Neural Network Architectures

Considering that a large amount of data contains noisy labels, we
trained two models, one just used curated subset and the other used
all data. The InceptionV3 structure proposed by Szegedy et al [10]
was used to train the curated data and the best leadboard score can
be 0.713. We trained all data using a cnn model, As Table 1
describes, the input size is (128×128×3). The model has 4
convolutional block, while each convolutional block consists of
two convolutional layers followed by a average pooling layer.
After each convolution, which use the rectifier (ReLU) activation
function, batch normalization [11] is applied as a form of
regularization. After the convolutional blocks, each channel is
averaged to a scalar value. Finally, a linear layer is used to
generate the predictions.

While training these two models, the training set was split into
five cross-validation folds, 5 models are generated and are used for
the final prediction of test set with model ensemble. The binary
cross-entropy function was used as the training loss and Adam was
used as the gradient descent algorithm. CosineAnnealing was used
for learning rate. Label-weighted label-ranking average precision
(lwLRAP) was used for evaluating the performance of the
designed systems.

Table1: Description of the neural network architecture. The first
parameter in each line are the kernel size filters ,“BN” refers to
batch normalization .

Input(128×128×3)
3×3Conv2d(pad-1,stride-1)-64-BN-ReLU
3×3Conv2d(pad-1,stride-1)-64-BN-ReLU

2×2Avg-Pooling
3×3Conv2d(pad-1,stride-1)-128-BN-ReLU
3×3Conv2d(pad-1,stride-1)-128-BN-ReLU

2×2Avg-Pooling
3×3Conv2d(pad-1,stride-1)-256-BN-ReLU
3×3Conv2d(pad-1,stride-1)-256-BN-ReLU

2×2Avg-Pooling
3×3Conv2d(pad-1,stride-1)-512-BN-ReLU
3×3Conv2d(pad-1,stride-1)-512-BN-ReLU

2×2Avg-Pooling
Dense128(output:80)

3.2. Learning from Noisy Labels

To effectively use the data set with noisy labels, several techniques
are used and compared. The first technique was proposed in [12].
It dynamically update the targets based on the current state of the
model so to bootstrapped target tensor use predicted class
probability directly to generate regression targets. The second
technique was proposed in [13], in this paper, batch-wise loss mask
is used to eliminate the several data with largest error to gradient
calculation. In addition, data which will be eliminated in cross-
entropy is chosen for every batch, and it is expected to allow to
find noisy data gradually. The third technique we used is the
tensorflow loss function: weighted_cross_entropy_with_logits,
The function calculate the sigmoid cross entropy function with
weight. Although we're not sure that's the right way to use it to

reduce negative effect of noisy labels, but it improves the public
leadboard score by 0.009. The final technique is MixMatch, that
work by guessing low-entropy labels for data-augmented
unlabeled examples and mixing labeled and unlabeled data using
MixUp. On CIFAR-10 with 250 labels, it reduce error rate by a
factor of 4 (from 38% to 11%) and by a factor of 2 on STL-10.

We modified all the softmax_cross_entropy loss of multiclass
used in the above methods to sigmoid_cross-entropy loss to
suitable for multilabel classification, and then trained the CNN
model in Tabel 1 to observe whether the model’s performance
could be improved. Finally, tuning the parameters of the
corresponding methods to find which could help improving public
score. The effects of different techniques on the model are shown
in Table 2.

Table 2: Description of the effects of noise data techniques on the
model in Table 1. Test score is the best score for different
parameters.

Method Parameter Test Score
BCE - 0.669

First [12] 0.3 0.658
Second [13] 0.8 0.666

Third 0.7 0.678
MixMatch - 0.602

3.3. Data Augmentation

Data augmentation is useful approach to reduce overfitting during
training. We used a method called mixup [14] as the main data
augmentation method. Mixup operates on a batch of train data by
randomly mixing the inputs and their associated target values.
Consider a pair of inputs, �� and �� , and their one-hot-encoded
target values, �� and �� . To mix these, a parameter, λ∈ (0,�) , is
used to create convex combinations.

x = λx1+ (1 − λ)x2. (1)

y = λy1+ (1 − λ)y2. (2)

The output, x, y, is then used as the training example rather than
the original examples. In our system, the parameter λ was a
random variable from the Beta distribution B(1.0, 1.0), and a
different value was used for each mixing pair. The test score of
model in Table 1 was improved by 0.01 with Mixup.

3.4. Ensembling

Model ensemble is a very effective technique to increase ac-
curacy on machine learning tasks. A good ensemble contains high
performing models which are less correlated. Geometric averaging
method is used here, with predictions of Inception model and cnn-8
model combined with different weights. The best public
leaderboard score is 0.737.

4. RESULTS
For the curated data and all data including noisy labels, we tried
several models (InceptionV3, ResNet18/34/50, CNN10 et al).
We list the best models and corresponding lwlrap, leadboard score
as shown in Table 3. we took the ensemble of curated LB score of
0.713 and all data LB score of 0.678, The public leaderboard score
is 0.734.



Table 3: Training set results.
data Model lwlrap LB score
curated Inception V3 0.78 0.713
curated+noisy Cnn-8 0.61 0.678

Inception V3 0.56 0.691

5. CONCLUSION

This report described a system used to participate in Task 2 of the
DCASE 2019 challenge. Many techniques were involved in feature
extraction, including silence removal, computing log-mel
spectrograms, mono spectrogram feature to 3 channels. We used
two neural network models and combined their predictions using
geometric mean. To use the data set with noisy labels well,
weighted_cross_entropy_with_logits was used. To reduce
overfitting, we used a data augmentation technique called mixup.
In the end, the system achieved a leaderboard score of 0.737, and
for the limit of kaggle kernel time, the best leaderboard is 0.734.
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