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ABSTRACT 

We propose a training method using class-frame pseudo label for 

weakly labeled datasets given by the IEEE AASP challenge on 

detection and classification of acoustic scenes and events 2019 

(DCASE2019) task 4. Our model is constructed based on a resid-

ual network (ResNet) and trained by datasets including strong and 

weak labels. The strong label has event classes and their presences 

at each frame, and the weak label has only event classes. In order 

to train the model effectively, we propose class-frame pseudo la-

bels for weakly labeled datasets. The class-frame pseudo label 

contributes to improvement of the event presence prediction at 

each frame by avoidance of overfitting to strongly labeled datasets. 

A result shows that F1-scores by our proposed method are 25.9% 

and 62.0% in the event-based and segment-based evaluations, re-

spectively. 

Index Terms— acoustic event detection, residual network, 

pseudo labeling, DCASE 

 

1. INTRODUCTION 

An audio event detection (AED) task using weakly labeled da-

tasets has been proposed as a part of the detection and classifica-

tion of acoustic scenes and events 2019 (DCASE2019) challenge 

[1]. The DCASE2019 task 4 evaluates AED systems which esti-

mate the event classes and their presence at each frame. Datasets 

for the system development consists of strongly and weakly la-

beled data. A strong label has the event classes and the event 

presences at each frame, while a weak label has only the event 

classes. The DCASE2019 task 4 raises a question about the utili-

zation of the datasets for a model training. 

       We propose a training method for weakly labeled datasets us-

ing class-frame pseudo labels. Our method firstly trains the model 

based on a residual network (ResNet) [2] using both strongly and 

weakly labeled datasets for event classes, and strongly labeled da-

taset for event presences. The method secondary applies the pre-

diction of event presences at each frame on weakly labeled data as 

the class-frame pseudo label and re-trains the network. The class-

frame pseudo label contributes to improvement of the event pres-

ence prediction at each frame by avoidance of overfitting to 

strongly labeled datasets. 

2. MODEL ARCHITECTURE 

Our model architecture is based on the ResNet. The output layer 

of our model is modified to output both the event classes and the 

event presences at each frame. The model is trained by two-stage 

training using the given labels and the class-frame pseudo labels.  

      Figure 1 shows the model architecture for the proposed method. 

An input is the acoustic feature map extracted from an audio clip. 

The model outputs two kinds of probability. One is a probability 

matrix (128 × 10) corresponding to the event presence at each 

frame. The other is a 10 dimensional probability vector which 

shows the event class in the audio clip. Our model consists of three 

blocks, a convolution block, a residual convolution block and a 

fully connection block. 

2.1. Preprocessing 

The given raw-waveform audio clip data are resampled by 44.1 

kHz and preprocessed by extracting log-mel spectrogram features 

within the limits of 0 to 16 kHz. The dimension number of the log-

mel feature is 64. After the log mel representations are extracted 

using 20 ms windows with 8 ms steps, they are normalized from 0 

to 1 with min-max normalization. When an audio clip is shorter 

than 10 seconds, it is zero-padded to equalize the length. The out-

put of this processing is the feature map, whose size is 1024 × 64. 

2.2. Convolution block 

The convolution block expands an input acoustic feature (1024 × 

64) into 64 channel feature (64 × 1024 × 64). The convolution 

layer uses 64 channel 3 × 3 filters with stride size 1. The convo-

luted features are fed into batch normalization and rectified linear 

unit (ReLU) layers. 

2.3. Residual convolution block 

The residual convolution block consists of 4 residual blocks. Re-

sidual structure proposed by He et al. [2] makes the training of 

deep structure model easy by adding shortcut connection. The re-

sidual convolution block expands the input feature in the channel 

axis while repeating a process with changing parameters. The fea-

ture size is changed from 64 × 1024 × 64 to 512 × 128 × 8. 
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      Figure 2 shows the architecture of a residual block utilized in 

our model. The block has 4 parameters to control the output feature 

size and the number of conversion process, which are the number 

of input and output channels, a stride size and an iteration number. 

In exchange for doubling the number of output channels, the block 

realizes contraction of feature dimensions by half. The residual 

block repeats processing of branches and additions. In Fig. 2, the 

right branch is called as a shortcut connection. The output feature 

is calculated by addition of the feature through shortcut connection 

and the converted features. In case of the first iteration, convolu-

tion and batch normalization layers are included in shortcut pass 

in order to adjust the channel numbers. 

2.4. Fully connection block 

As shown in Fig. 1, the fully connection block outputs a probabil-

ity matrix and a 10 dimensional probability vector. The feature 

tensor (512 × 128 × 8) is converted into a feature matrix (512 × 

128) by feature-dimension-wise average pooling layer and ReLU 

activation layer. A fully connected layer projects 512 dimensional 

features on 10 dimensional probability vectors corresponding to 

class presence. The output of sigmoid layer is a feature matrix and 

shows the probability for time wise sound event class. In order to 

represent the class in an audio clip using the probability vector, 

max pooling layer is adopted at the end of model. 

3. PROPOSED TRAINING METHOD 

The class-frame pseudo labels for weakly labeled datasets are uti-

lized for the model training in order to avoid overfitting to 

strongly labeled datasets. The training step is divided into two 

stages based on labels of the weakly labeled datasets. 

      Figure 3 shows an overview of the proposed training method. 

At the first stage of training, the model is trained only using given 

label data of strongly and weakly labeled datasets. When the first 

model training is finished, weakly labeled dataset is classified by 

the given vector 𝑦v and probability vector �̂�v . The class-frame 

pseudo label is given to samples in which the given label and bi-

narized probability vector match. In the second stage of training, 

the model is trained by the given and class-frame pseudo labels. 

The class-frame pseudo label is updated using the ground truth and 

the second model output. 

3.1. Training loss 

Our training method utilizes weighted binary cross entropy (BCE) 

loss [3]. The parameters of the network are updated by stochastic 

gradient descent optimizer using gradients of the loss calculated 

by back propagation. 

     BCE loss is widely utilized to calculate the loss between the 

ground truth and a predicted probability of audio clip [4, 5]. The 

 

Figure 2.  Architecture of the residual block. 

 

Figure 1. Model architecture for the system. 
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weighted BCE loss solves the class imbalance with a hyper param-

eter 𝑤𝑐, where 𝑐 is a class index. The weighted BCE loss is defined 

as: 

 

where 𝐿 is the weighted BCE loss, 𝑁𝑐 is the sample numbers of 

class 𝑐, 𝑁𝑎𝑙𝑙  and 𝐶 are the total number of samples and classes, 

and 𝐸(𝑦𝑛,𝑐, �̂�𝑛,𝑐) represents the BCE loss for the ground truth 𝑦𝑛,𝑐 

and the predicted probability �̂�𝑛,𝑐. 

      The strongly labeled datasets have two types of label, the time 

wise event presence matrix 𝒚m and the event class presence vec-

tor 𝒚v , where m and v indicate matrix and vector, respectively. 

The losses of these datasets are defined as 𝐿s
m, 𝐿s

v, where s means 

strongly labeled data. In the first training, the weakly labeled da-

tasets have only the event class presence vector 𝒚v . However, the 

second training is given the class-frame pseudo label 𝒚′m . The 

losses of these datasets are defined as 𝐿w
v , 𝐿p

m , where w means 

weakly labeled data and p means class-frame pseudo label data. 

The number of audio clips with strong and weak label are 𝑀s and 

𝑀w, respectively. 

3.2. Pseudo label 

The pseudo labeling proposed by Lee [6] for semi-supervised 

learning regularizes the training to avoid overfitting to the given 

label data. We expand this method for weakly labeled data to an-

notate the event presences at each frame. The prediction matrix 

�̂�𝑛,𝑐
m  are binarized by a threshold  𝜃𝑖 as (4) and (5). 

 

𝑦′
𝑛,𝑐
m

=  { 
1
0

       
if  �̂�𝑛,𝑐

m ≥  𝜃𝑖  ,     

otherwise ,      
 (4) 

𝜃𝑖 =  min (−𝛿 ∙ 𝑖 +
3

4
,
1

4
) ,     (5) 

 

where 𝑦′
𝑛,𝑐
m

represents the class-frame pseudo label, 𝑐 and 𝑖 are in-

dices of class and training iteration, respectively. The threshold 𝜃𝑖 

is changed according to the model training iteration 𝑖. On the as-

sumption that a reliability of the prediction result gets higher as the 

training progresses, the threshold is set lower than previous itera-

tion’s one from 0.75 to 0.25. 

3.3. Training on first stage 

In the first stage of training, a total loss is calculated with given 

labels of the datasets. After losses are calculated in each dataset, 

the total loss 𝐿all_1st
 is computed as a sum of them: 

 

 

 

where 𝐿v  is a vector loss of the weak and strong labels and 𝐿m_1st
 

is a matrix loss of the strong label. The weights based on sample 

numbers in (7) and (8) are decided so that the contribution ratios 

to the total loss 𝐿all_1st
 are the same for the vector loss 𝐿v  and ma-

trix loss 𝐿m_1st
. 

3.4. Training on second stage 

In the second stage of training, the model is trained with the given 

labels and the class-frame pseudo labels.  

       First, the weakly labeled data are classified by the given labels 

and the predicted vectors by the model trained in the first stage. 

When a binarized prediction vector of the data is equal to the 

ground truth of weak label, the data is given the class-frame 

pseudo label. Here, the binarizing threshold is defined by (5). The 

class-frame pseudo label is generated using the class-frame pre-

diction vector of the data as shown in subsection 3.2. 

       Then, a total loss of the second training is computed using the 

given labels and the class-frame pseudo labels. The number of data 

with pseudo label is defined as 𝑀p, which is less than or the same 

as that of weakly labeled data, 𝑀w. The second stage training loss 

𝐿all_2nd
 is: 

 

𝐿all_2nd =  𝐿v + 𝐿m_2nd ,   (9) 

𝐿m_2nd =  
(𝑀w + 𝑀s) × 𝑀s

(𝑀s + 𝑀p)2
𝐿s

m  + 
(𝑀w + 𝑀s) × 𝑀p

(𝑀s + 𝑀p)2
𝐿p

m , (10) 

 

where 𝐿m_2nd is a matrix loss of the strong label and class-frame 

pseudo label. The vector loss 𝐿v  is calculated in the same manner 

as (7). 

𝐿 =
1

𝑁𝑎𝑙𝑙

∑ ∑ 𝑤𝑐

𝐶

𝑐=1

𝑁𝑎𝑙𝑙

𝑛=1

𝐸(𝑦𝑛,𝑐, �̂�𝑛,𝑐) , (1) 

𝑤𝑐 =
𝑒1 𝑁𝑐⁄

∑ 𝑒1 𝑁𝑐⁄𝐶
𝑐=1

 ,  (2) 

𝐸(𝑦𝑛,𝑐 , �̂�𝑛,𝑐) = −(𝑦𝑛,𝑐 log �̂�𝑛,𝑐)  + (1 − 𝑦𝑛,𝑐) log(1 − �̂�𝑛,𝑐) ,   (3) 

 

Figure 3. Overview of the proposed training method. 

 

𝐿all_1st =  𝐿v + 𝐿m_1st ,  (6) 

𝐿v =  
𝑀w 

(𝑀w+𝑀s)
𝐿w

v +
𝑀s

(𝑀w+𝑀s)
𝐿s

v ,  (7) 

𝐿m_1st =  
(𝑀w+𝑀s)

𝑀s
𝐿s

m ,  (8) 
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        After the model is trained using the loss 𝐿all_2nd
 in the 𝑖-th 

iteration, the weakly labeled datasets are classified again. This pro-

cess is repeated to the end of training. 

4. EVALUATION 

4.1.  Experimental condition 

 The DCASE 2019 task 4 datasets consists of 10 category audio 

data occurring in domestic environments: speech, dog, cat, 

alarm/bell ringing, dishes, frying, blender, running water, vacuum 

cleaner and electric shaver/toothbrush. The training datasets in-

cludes strongly annotated synthetic data and weakly annotated real 

data. 

4.2. Evaluation results 

Table 1 compares F1-scores by the DCASE2019 baseline system 

and our systems (with and without class-frame pseudo label). The 

F1-scores by the ResNet without pseudo label are 24.1% and 

61.3% in the event-based and segment-based evaluation, respec-

tively. The F1-scores by the ResNet with pseudo label are 25.9% 

in the event-based evaluation and 62.0% in the segment-based 

evaluation. These results indicate that the proposed method out-

performs the baseline scores. 

 

5. CONCLUSIONS 

This paper presented a training method using class-frame pseudo 

label for weakly labeled datasets given by the DCASE2019 task 

4. Proposed method firstly trains the model based on a ResNet 

using both strongly and weakly labeled datasets for event classes, 

and strongly labeled dataset for event presences. The method sec-

ondary applies the prediction of event presences in each frame on 

weakly labeled data as the class-frame pseudo label and re-trains 

the network. The class-frame pseudo label contributes to improve-

ment of the event presence prediction at each frame by avoidance 

of overfitting to strongly labeled datasets. A result shows that F1-

scores by our proposed method are 25.9% and 62.0% in the event-

based and segment-based evaluations, respectively. 
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Table 1.   Evaluation result on validation dataset. 

 
Event-based  

F1-score 
Segment-based  

F1-score 

DCASE 2019 baseline [1] 23.7 % 55.2 % 

ResNet without pseudo label 24.1 % 61.3 % 

ResNet with pseudo label 

(proposed) 

25.9 % 62.0 % 


