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ABSTRACT

This technical report describes our system for DCASE2019 Task1 SubtaskB. We focus on analyzing how device distortions affect the classic log Mel feature, which is the most adopted feature for convolutional neural networks (CNN) based models. We demonstrate mathematically that for log Mel feature, the influence of device distortion shows as an additive constant vector over the log Mel spectrogram. Based on this analysis, we propose to use feature enhancement methods such as spectrogram-wise mean subtraction and median filtering, to remove the additive term of channel distortions. Information loss introduced by the enhancement methods is discussed. We also motivate to use mixup technique to generate virtual samples with various device distortions. Combining the proposed techniques, we rank the second on the public kaggle leaderboard.

Index Terms— Robust acoustic scene classification, device mismatch

1. INTRODUCTION

DCASE2019 Task1b [1] is concerned with the challenge of device mismatch for acoustic scene classification (ASC). The audio was captured using devices with various qualities, such as high-quality microphone, smart phones and cameras.

As in Fig 1, the audio-recording process can be represented by using a classic dynamic system diagram, where the the original signal \( s(n) \) is convolved with the system impulse response (IR) \( h(n) \) to get the recorded signal \( x(n) \), i.e., in the time domain,

\[
x(n) = s(n) * h(n)
\]

The effects of device distortions and reverberation are both convolutional, thus they are mingled in \( h(n) \). For tasks such as automatic speech recognition, speaker recognition or music processing, these effects are usually categorized as convolutional noises and are deemed as distractors to the recognition system.

One interesting property of the convolutional noises is that convolutional noise in time domain becomes additive in the log frequency domain, i.e.,

\[
\log[X(f)] = \log[S(f)] + \log[H(f)]
\]

where \( X(f) \), \( S(f) \) are the frequency domain representation of the recorded signal and the original signal respectively, and \( H(f) \) is the frequency response of \( h(n) \). Thus by assuming that the device and recording environment characteristic is stable (or changes slowly), the convolutional noises can be removed by popular techniques such as cepstral mean subtraction (CMS) [2].

However, for recognizing acoustic scenes, the effect of reverberation is an important cue for both human [3] and automatic ASC system [4] to infer the spacial size of the environment. Therefore, we want to keep the reverberation information while removing the device distortion. And conventional feature-domain channel normalization methods (such as CMS) would be unsatisfactory as it will remove reverberation information as well.

In the next section, we will extend our analysis to how device distortion affect the classic log Mel feature and motivate our feature enhancement methods, as well as mixup training.

2. ANALYSIS

2.1. Influence of device distortion on log Mel feature

The feature extraction process for log Mel is shown in in Fig 2. For an input audio \( x(n) \), Short-Time Fourier Transform (STFT) power spectrogram \( X(f,t) \) is first extracted, where \( t \) is the index of frames and \( f \) is the index of Fourier Transform points. With (1) and the property of Fourier Transform, it is easy to see that:

\[
X(f,t) = S(f,t)H(f)
\]

where \( S(f,t) \) is the STFT power spectrogram of the original signal, \( X(f,t) \) is the STFT power spectrogram of the recorded signal and \( H(f) \) is the frequency response corresponding to the effect of device distortion and reverberation.

Triangular Mel-bank is then used to integrate frequency components to generate a auditory-like spectrogram \( X(m,t) \), where \( m \)
is the index for Mel energies. According to the analysis of [5], the following equation holds,

\[ \log[X(m, t)] = \log[S(m, t)] + \log[H(m)] \]  
(4)

only if frequency response \( h(f) \) does not change within each frequency band of the Mel-bank. This implies that to make device distortion and reverberation effect additive in log Mel domain, it’s better to use large number of Mel-bank.

\[
x(n) \xrightarrow{\text{STFT}} X(f, t) \xrightarrow{\text{Mel-banks}} X(m, t) \xrightarrow{\text{log(.)}} \log[X(m, t)]
\]

Figure 2: Flow chart of the log Mel feature.

In summary, with large number of Mel-banks, the influence of the device distortion shows as an additive constant vector \( \log[H(m)] \) over the log Mel feature of the original signal \( \log[S(m, t)] \). And it needs to keep in mind that, the reverberation effect is also mingled in the term \( \log[H(m)] \).

3. METHODS

3.1. Spectrogram-wise mean subtraction

To remove the influence of the additive device distortion term, we propose to use spectrogram-wise mean subtraction in the log Mel domain. The mean subtraction technique can be described as:

\[
\log[X(m, t)] - \mathbb{E}_t[\log[X(m, t)]]
\]  
(5)

where \( \mathbb{E}_t[\cdot] \) stands for expectation operation over frame \( t \). Substitute (4) into (5), this reduces to:

\[
\log[S(m, t)] - \mathbb{E}_t[\log[S(m, t)]]
\]  
(6)

The additive device distortion term \( \log[H(m)] \) is removed. Notably, the mean subtraction operation is applied independently for each spectrogram, which is different from the standardization process.

However, the side effect is that the mean of log Mel the original signal \( \mathbb{E}_t[\log[S(m, t)]] \) is also removed, which loses information. Besides, the reverberation information is also lost.

3.2. Median Filtering

Median filtering has been found to be quite effective in feature pre-processing for ASC [6] [7]. Typically, the median-filtered log Mel spectrogram is subtracted from the original one, thus the background drift is removed emphasizing the sharp spectral changes. The filter size is set to (7, 21) by preliminary experiments, which spans 7 Mel bins and 21 frames.

For our task, median filtering is applied because it helps to alleviate the additive device distortion, especially when the \( \log[H(m)] \) changes slowly over the frequency (i.e. \( m \)) axis.

3.3. Mixup training

Mixup [8] is a simple data-augmentation method which constructs virtual data-label pair \((\tilde{x}, \tilde{y})\) using convex combination of two random data-label pairs \((x_i, y_i)\) and \((x_j, y_j)\):

\[
\begin{align*}
\tilde{x} &= \lambda x_i + (1 - \lambda)x_j \\
\tilde{y} &= \lambda y_i + (1 - \lambda)y_j
\end{align*}
\]  
(7)

where \( \lambda \in [0, 1] \) is the interpolation coefficient, which is generated randomly from the symmetric Beta distribution:

\[
\lambda \sim \text{Beta}(\alpha, \alpha), \text{where } \alpha \in (0, 1]
\]  
(8)

For our system, hyper parameter \( \alpha \) is set to 0.3, which is determined by preliminary experiments.

Originally, mixup was motivated from the principle of Vicinical Risk Minimization (VRM) [8]. Recently, it has also been successfully applied to ASC to reduce generalization error [9]. However, here we motivate using mixup from a different perspective. That is, by mixing up audio recorded from different devices in the log Mel domain, the additive device distortion term \( \log[H(m)] \) is also mixed. As a result, the neural net sees samples with various device distortions, therefore the net should be robust with device distortion.

3.4. CNN Model

For the CNN model, we adopt the same model as in [10], which achieve the state-of-the-art performance for ASC without model fusion. The modified Xception model with multi-scale (MS) property is utilized, which we will refer to as MSXception model. Parameters pre-trained from ImageNet dataset [11] is loaded as the initialization for the model. The models are implemented using Pytorch [12]. For fully reproducing the reported results, we have made our code and all the related experiments publicly available at https://github.com/hackerekcah/dcase19_task1_hitslab.git

4. EXPERIMENTS

4.1. Datasets

Development set of the DCASE2019 Task1 Subtask B [1] is utilized for experiments. No external data is used except that the model is initialized with parameters [11] trained on ImageNet dataset, which boosts performance by a large margin. The default official partition of training and testing fold is adopted. The model trained on training fold is used to evaluate on leaderboard dataset, as well as the challenge evaluation set. Number of segments for each device in the development set is listed in Table 1.

Table 1: Number of audio segments for each device.

<table>
<thead>
<tr>
<th>device</th>
<th>device_A</th>
<th>device_B</th>
<th>device_C</th>
</tr>
</thead>
<tbody>
<tr>
<td>train</td>
<td>9185</td>
<td>540</td>
<td>540</td>
</tr>
<tr>
<td>test</td>
<td>4185</td>
<td>540</td>
<td>540</td>
</tr>
</tbody>
</table>

4.2. Features and global normalization

For input features, the log Mel spectrogram is firstly extracted using librosa library [13] from each audio wave, with a frame length of
For global normalization, mean $\mu$ and standard variance $\sigma$ of the log Mel energies over all frames and the whole training (or development) set are calculated and used to normalize both training (or development) and validation (or evaluation) set. Two types of global normalization methods are adopted. For the Global Mean Subtraction and Variance Normalization (GMSVN) method, $\mu$ is subtracted from each feature map. While for Global Mean Subtraction (GMS), $\mu$ is subtracted from each feature map. GMS method is used whenever we apply the median filtering pre-processing methods.

Since the original Xception model accepts three channel (RGB) image, the log Mel feature (normalized and processed by the proposed methods) is repeated three times in the channel axis, resulting in a feature map of shape (3, 128, 430).

### 4.3. Training protocols

Models are trained using an Adam [14] optimizer with a batch size of 32 and an initial learning rate of 0.001. The accuracy on testing fold is used as validation metric for training scheduling. We decay the learning rate with a factor of 0.5 when the accuracy on testing fold does not improve for 3 consecutive epochs. We train the models for 80 epochs and the model with the highest testing accuracy is saved.

Two types of validation metric on testing fold are utilized to monitor the model during training. For **Metric A**: accuracy over the whole testing fold is monitored (i.e., ignoring the device attribute).

For **Metric B**: mean of the accuracy on data from device A and the accuracy on data from device B&C is monitored. Due to the fact that the amount of data from device A is far more than device B&C on the testing fold, **Metric B** tends to select model that biases the accuracy on device B&C.

### 4.4. Experimental results and discussions

Systems trained using validation **Metric A** are listed in Table 2 and systems trained using validation **Metric B** are listed in Table 3. Each system (row) is described in terms of pre-training condition, global normalization methods used, the inclusion ($\checkmark$) and exclusion ($\times$) of feature enhancement methods and mixup. Device-wise accuracy on testing fold is reported. In particularly, for better demonstrating the performance gap between devices, a new metric (device gap) is defined as the accuracy difference between device A and device B&C.

#### 4.4.1. Ablation study for pre-training

By comparing system pair ($\mathcal{A}$, $\mathcal{B}$) and ($\mathcal{B}$, $\mathcal{C}$), it can be seen that pre-training using ImageNet dataset brings significant boost of performance.

#### 4.4.2. Ablation study for mean subtraction

By comparing system pair ($\mathcal{A}$, $\mathcal{B}$) and ($\mathcal{B}$, $\mathcal{C}$), as well as ($\mathcal{B}$, $\mathcal{C}$) and ($\mathcal{C}$, $\mathcal{D}$), it can be seen that mean subtraction significantly boosts accuracy on device B&C. According to our previous analysis, this
is explainable since the additive device distortion terms is removed. This eliminates input distribution mismatch, so that model trained on data from device A will perform equally well on data from device B&C after the mean_sub pre-processing. Meanwhile, a performance degradation on device A is observed, which according to our analysis, is owing to the loss of reverberation information, which is an important cue for discriminating acoustic scenes.

### 4.4.3. Ablation study for median filtering

By comparing system pair (Song\_HIT\_task1b\_1, Song\_HIT\_task1b\_2), as well as (Song\_HIT\_task1b\_2, Song\_HIT\_task1b\_3), the device performance gap is diminished moderately, however the performance on device A is greatly degraded, which according to our analysis, is owing to the dramatic information loss caused by median filtering. This technique should be used only in the fusion system.

### 4.4.4. Ablation study for mixup

By comparing system pairs (Song\_HIT\_task1b\_1, Song\_HIT\_task1b\_2), (Song\_HIT\_task1b\_2, Song\_HIT\_task1b\_3), as well as (Song\_HIT\_task1b\_2, Song\_HIT\_task1b\_4), (Song\_HIT\_task1b\_3, Song\_HIT\_task1b\_4), it can be seen mixup not only boosts performance on all devices, it also diminish performance gap between devices, which accords with our previous analysis.

### 4.4.5. System fusion

A simple fusion of three systems trained on various feature enhancement methods is investigated. Probability aggregation over three systems is utilized as fusion strategy. It is clear that the fusion system improves performance on all devices.

### 5. SUBMISSIONS

Three systems are submitted to the challenge website for final evaluation, including one single-model system and two fusion-based systems. Table 4 lists the Submission Labels with their corresponding System IDs, which can be used for quick referencing system configurations in Table 2 and Table 3.

<table>
<thead>
<tr>
<th>Submission Label</th>
<th>System ID</th>
<th>Fusion</th>
<th>LB(%)</th>
<th>Rank</th>
</tr>
</thead>
<tbody>
<tr>
<td>Song_HIT_task1b_1</td>
<td>Song_HIT_task1b_2</td>
<td>Yes</td>
<td>76.5</td>
<td>2/28</td>
</tr>
</tbody>
</table>

In this paper, we showed that for log Mel feature, the influence of device distortion shows as an additive constant vector over the log Mel spectrogram. We demonstrate that mean subtraction can eliminate device distortion, but it also brings information loss. Median filtering is also effective for diminishing performance gap between devices, but it cause drastic information loss and should only be used in fusion systems. Most importantly, mixup not only boosts performance on all devices, but also helps to diminish device mismatch problem. The analysis and the proposed methods are mainly based on the classic log Mel feature, which can be easily integrated with powerful CNN models. For future research, model-based domain adaptation methods may be combined with our enhanced feature to boost performance.

### 6. CONCLUSIONS

In this paper, we showed that for log Mel feature, the influence of device distortion shows as an additive constant vector over the log Mel spectrogram. We demonstrate that mean subtraction can eliminate device distortion, but it also brings information loss. Median filtering is also effective for diminishing performance gap between devices, but it cause drastic information loss and should only be used in fusion systems. Most importantly, mixup not only boosts performance on all devices, but also helps to diminish device mismatch problem. The analysis and the proposed methods are mainly based on the classic log Mel feature, which can be easily integrated with powerful CNN models. For future research, model-based domain adaptation methods may be combined with our enhanced feature to boost performance.
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