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ABSTRACT
In this report, we describe the mean teacher based audio tagging system and performance applied to the task 2 of DCASE 2018 challenge, where the task evaluates systems for audio tagging with noisy labels and minimal supervision. The proposed system is based on a VGG16 network with attention mechanism and gated CNN. Following data augmentation techniques are used to increase model robustness: a) Scaling the signal with 0.75 to 1.5 time, b) Adding Gaussian white noise with 20dB to 40dB. Samples with noisy labels are regarded as unlabeled and are utilized with semi-supervision method namely mean teacher. The proposed system is trained using 5-fold cross-validation, and the final result is the arithmetic mean of the five models. Finally, the method provides lwlrap score of 0.631, which is measured through the Kaggle platform.
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1. INTRODUCTION
In recent years, computer vision techniques such as image classification, object detection, etc. have gained lots of significant achievements benefits from deep learning and comprehensive datasets. Similarly, audio tagging task may benefit a lot from large scale sound datasets. Google researchers developed AudioSet[1], a dataset and ontology of audio events that endeavors to provide comprehensive coverage of real-world sounds at ImageNet-like scale. AudioSet is the largest audio dataset available so far. However, even though the dataset annotations have been manually validated, about 15% of the categories present a quality estimate with a score below 50%. Freesound dataset (FSD)[2] is also a large-scale, general-purpose audio dataset under development that is composed of Freesound content annotated with labels from the AudioSet Ontology. In DCASE 2018 challenge[3], participants need to predict one out of 41 classes for general-purpose audio tagging using a reduced subset of FSD. This year, the challenge[4] is took to the next level with multi-label audio tagging, doubled number of audio categories, and a noisier than ever training set containing about 5000 manually-labeled samples, and about 20000 samples with a certain amount of noise.

In our submission, we disregard the labels of noisy subset. In this way, we turn the problem into semi-supervised problem which is similar to DCASE 2018 Task 4 but with more categories and no need to locate audio events. Mean teacher is proved a good method to deal with semi-supervised problems and is the backbone of our system. Besides, we utilize data augment, attention mechanism and gated CNN to improve the performance. The detailed of our submission is presented following.

2. PROPOSED METHOD

2.1. Data augmentation and feature extraction
We remove the potential silence in the beginning and the end of the audio signal. To increase system robustness, we augment data with gaussian white noise with SNR from 20 to 40dB and scale the signal length from 0.75 to 1.5 times. Then we randomly pick 1 second out of the audio clip and extract the mel-spectrogram by 128 bins, window size of 0.025 second and hop size of 0.010 second. Zero padding is applied for some clips that are less then 1 second. We also calculate the delta and accelerate of mel-spectrogram since they may capture the dynamic information in signal and concatenate the features at channel dimension. Finally, we obtain a 3D feature representation \(X^{t \times f \times c}\), where \(t\) is 100 in our system, representing the number of frames, \(f\) is 128, the bins of mel-spectrogram, \(c\) is 3, representing mel-spectrogram, delta and accelerate of mel-spectrogram respectively.

2.2. Proposed network
The prototype of our network is VGG16, with gated CNN and attention mechanism added and some hyperparameters changed[5]. The model comprises about 20.7M trainable parameters.

2.2.1. Gated CNN
We apply Context Gating modules[6] at begin of every CNN blocks in the model to capture the important parts in feature maps.

\[
Y = \sigma(\omega \cdot X + \beta) \odot X
\]

where \(X\) is the input feature vector, \(\sigma\) is the element-wise sigmoid activation, \(\omega\) and \(\beta\) are trainable parameters, \(\odot\) is element-wise multiplication. The vector of \(\sigma\) represent the importance of input \(X\). The mechanism can be implemented simply by the element-wise multiplication of sigmoid activated convolution layer and another normal convolution layer.
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2.2.2. Attention mechanism

Since there are some silent frames and some features carrying no useful information, it is necessary to score the importance of features. Assuming the output of the last CNN block is \( X_{f \ast c} \) and regard \( X_{f \ast c} \) is composed of \( x_{f \tau} \) with \( t \) steps, where \( f = f \ast c \). The proposed attention mechanism can be formulated as follows:

\[
\alpha_{\tau} = \frac{e^{u^T x_{f \tau}}}{\sum_{\tau=1}^{t} e^{u^T x_{f \tau}}}
\]

\[
z = \sum_{\tau=1}^{t} \alpha_{\tau} y_{\tau}
\]

where \( u \) is attention weight, \( \alpha_{\tau} \) is the important score of feature \( x_{f \tau} \).

2.3. Mean teacher

Since we disregard the labels of noisy subset, the task becomes a semi-supervised learning problem where mean teacher method is very suitable. Mean teacher[7] build a teacher model and a student model where teacher model average the weights of student model to generate predictions and don’t propagate gradient directly during train steps. The output of student model and teacher model can be used for prediction, but the prediction of teacher model is more likely to be correct. The cost of mean teacher is composed of classification loss and consistency loss. The coefficient of exponential moving average and consistency loss increase with the increase of training epoch.

3. SUBMISSION AND RESULTS

Our submission get LB lwlrp 0.631 on Kaggle. We also tried a supervised system which get LB lwlrp 0.611, with curated data only and no data augmentation. Semi-supervised method is slightly better than supervised one. However with more fine-tuned hyperparameters, semi-supervised system may get better result.

4. CONCLUSION

The report described a system submitted to DCASE 2019 Task2, in which the task is regarded as semi-supervised problem. A few steps are involved in mel-spectrogram feature extraction including silence removal and data augment. The proposed model is based on a VGG16 network with attention mechanism and gated CNN and trained with mean teacher method. The lwlrp of the system is 0.631 and may get better with fine-tuned hyperparameters. Other semi-supervised methods such as MixMatch are also worth trying.
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