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ABSTRACT 

The Detection and Classification of Acoustic Scenes and Events 
(DCASE) 2019 challenge is a topic seminar for speech feature 
classification. Task 3 is the location and detection of sound 
events. In this field, the learning method based on deep neural 
network is becoming more and more popular. On the basis of 
CNN, the spectrum and cross-correlation information of multi-
channel microphone array are learned based on CNN and LSTM, 
and the detection of sound events and the estimation of arrival 
direction are obtained. Compared with the baseline method, this 
method improves the estimation accuracy of DOA and the 
recognition ability of SED by using DCASE2019 dataset and 
PyTorch deep learning tool. The combination of CNN and 
LSTM works very well on this kind of feature classification 
problem with time series. 
 

Index Terms—Convolutional neural network, Sound 
event detection, direction of arrival, Long Short-Term 
Memory,  

1. INTRODUCTION 

The localization and detection of sound events includes two sub-
branches of sound event detection and sound arrival direction 
positioning. A SELD task system based on microphone array 
signals is given in Task3 of DCASE2019[1]. According to this 
system, we can verify our own implementation of SELD detec-
tion. And compare with standard data to assess the overall per-
formance of the system. The basic goal of sound event detection 
and positioning needs to be achieved is to determine the type and 
start end time of each event in the environment, and to determine 
the direction of arrival in space for each sound event, that is, to 
give an estimate of the azimuth and elevation angles. 
        The application of SELD system can automatically realize 
the perception and detection of sound field environment in space, 
and make the intelligent machine have the same ability of sensing 
and detecting sound in space as the human ear. It has been wide-
ly used in active noise reduction, sound and speech enhancement, 
speech recognition, sound information visualization, intelligent 
interaction, robot perception and other applications. 

2. FEATURE EXTRACTION 

The dataset applied to this task is the dataset of TAU Spatial 
Sound Events 2019-Microphone Array[2]. The dataset provides 
a four-channel directional microphone recording configured by a 
tetrahedral array, which can collect sound information from the 
entire space. The dataset contains a development and evaluation 
set. There are 400 clips of sound. Each sound file includes four 
channels of recording waveforms, and the corresponding CSV 
file contains the recording of sound events contained in each 
recording clip, the start and end time of each sound event, the 
azimuth and pitch angle of the direction of arrival of the sound 
source. The angle is divided into 10 degrees. 
        The main purpose of Mel feature spectrum extraction is to 
convert the actual spectrum into the frequency which is easier to 
be perceived by the human ear[3]. The conversion formula (1) is 
as follows 

( ) 2595log(1 / 700)Mel f f= +  (1)  

       The basic processing process is dividing the audio signal 
into frames, and then making the STFT to each group of signals 
to get the spectrum information, and then getting through the 
Mel filter, then taking the logarithm of the results. the Log-Mel 
characteristic spectrum of the current channel signal can be ob-
tained. In the process of subsequent speech processing and train-
ing, the feature information is used as the input feature. 
       From the calculation process of Log-Mel spectrum, we can 
know that each calculation is to calculate the information of each 
channel separately. For microphone arrays, the time difference 
between them is not utilized. For the estimation of DOA, the 
most important task is to accurately estimate the time difference 
between the sound source and each sensor. In order to make 
better use of the relationship between the information received 
by the microphone array, it is necessary to calculate the cross-
correlation function between each group of data. The spectral 
information of GCC, that is, the delay information between dif-
ferent microphones, is obtained. For four-channel microphones, 
we can get six sets of delay information. Using PHAT as a 
weighted function, the simple form of calculating GCC-PHAT 
can be expressed as follows (2) 
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The GCC-PHAT spectrum can be obtained by calculating 
the cross-correlation power spectrum of the two groups of signals, 
multiplied by the weighted function and inverse Fourier trans-
form. [4]The vector contains the time difference information of 
different microphone signals. GCC-PHAT is also a common 
method to solve DOA. Here, it is mainly used as input feature 
vector for training. 

3. MODEL TRINING 

In the field of sound event detection and DOA estimation, the 
deep learning method based on CNN has been widely used. Con-
volution neural network has a strong performance in the field of 
image classification and recognition. For sound events, the input 
spectrum information is also a kind of two-dimensional image 
information for the computer. The learning and classification of 
depth features for this kind of information is the same as the 
CNN of ordinary images. Therefore, we can use the specific atlas 
of different sound events to learn, in the training process, take the 
accurate sound events as the learning goal, optimize our network 
parameters. To achieve the purpose of event classification. In 
addition to CNN, cyclic neural network RNN is also a common 
deep network model. Unlike CNN, RNN has strong performance 
in processing sequence data. Therefore, RNN is also widely used 
in the field of natural language processing. LSTM (Long Short-
Term Memory) is a long-term and short-term memory network, 
which is a time-cyclic neural network, which is suitable for pro-
cessing and predicting important events with relatively long in-
tervals and delays in time series. The main purpose of this net-
work is to deal with the problem of gradient disappearance and 
gradient explosion in the training process of RNN network. To 
put it simply, it can perform better in longer sequences than a 
normal RNN, LSTM. In SED and DOA tasks, the input spectrum 
information is not a simple two-dimensional spectrum, but a 
spectral information with temporal relationship. The information 
of each moment and its sequence are related to each other. Using 
the time-related network, the order of input information can also 
be studied and trained. Compared with simple CNN network, the 
network combining CNN and RNN has stronger ability to pro-
cess time information. Therefore, we use CNN+LSTM network 
as the training network model. 

Our network mainly includes input layer, CNN layer, drop-
out layer, LSTM layer and fully connected layer. Finally, an 
estimate of the two directional angles of the SED and DOA is 
obtained. PyTorch was used as a framework for deep learning. 
As the most popular deep learning framework, PyTorch not only 
has a simple and clear structure, but also provides users with a 
lot of detail adjustment space. And it has strong scalability and a 
lot of learning resources. This tool can efficiently implement 
various deep learning tasks. 
        The overall network structure consists of three major parts. 
The first part is the 8-layer CNN layer, which mainly performs 
deep feature extraction, Dropout layer, LSTM layer and fully 
connected layer. 
        The CNN layer has a kernel size of 3x3 and the output layer 
number is 64, 128, 256, 512. The activation function is the Relu 
function. The LSTM uses a bi-directional network with an input 
of 512 and an implicit layer of 256, a total of two layers of Num 
size. Finally, there is a 512-dimensional fully connected network 
with an output dimension of 11. The SED is estimated using the 

Sigmoid function, and the DOA directly uses the linear activation 
function. The sketch of the network is shown in Figure 1. 

 
Figure 1: Basic structure of the CNNLSTM network 

4. TEST AND ANALYSIS 

       The sampling frequency of our feature extraction is fs = 
32000Hz, the number of Mel filters is 1024, the number of FFT 
points is 1024, the number of Mel filters is Mel bins = 64, and 
each second is divided into 64 units. The STFT result is calculat-
ed and the Log-Mel spectrum is obtained. Then, the GCC result 
is calculated for the signals of the four channels, and the correla-
tion coefficient is calculated for the four channels, and six sets of 
results can be obtained. We can get 10 sets of input feature vec-
tors. Used as a feature data set for training. For a given dev data, 
400 sets of data are divided into four sets, 1, 2 for the training set, 
3 for the test set, and 4 for the validation set. Each collection 
contains 100 sets of data. Train with the Adam optimizer. A total 
of 50 groups of epochs were trained to observe the change in 
error rate. In fact, after 15 groups of epochs, the trainer converg-
es to a more stable situation. Run the test system and compare it 
with the standard data set to get the results of the evaluation. 
They are SED error, F score, DOA error, DOA recall and SELD 
point. From these results, we can evaluate the performance of our 
classifier. 
        DCASE gives a visual tool that allows us to visualize the 
performance of the classifier. On the left is the result of the 
standard data set, and on the right is the result of the trained clas-
sifier. It can be seen that the classifier can estimate the classifica-
tion and duration of the sound events, and the direction of arrival 
of each sound 

5. RESULTS AND ANALYSIS 

Compared with the current method with SELD net's Baseline 
method[5], 9-layer CNN [6]and CNN+GRU [7]using Log-Mel 
spectra as input features, the test data is the official data of the 
TUT dataset. This method has a significant improvement in the 
detection accuracy of DOA, and also has good results in the 
detection accuracy of SED. Table 1 shows the results of different 
methods. 
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Method feature SED 
error  
rate 

F1-
score 

DOA 
error 

DOA 
frame 
recall 

SELD 
score 

SELDnet STFT 0.366 0.815 27.140 0.829 0.218 

CNN_9Laye
r 

Log-Mel 0.269 0.844 18.784 0.824 0.176 

CNN+GRU Log-Mel 0.193 0.881 16.492 0.850 0.138 

CNN+LST
M 

Log-
Mel+GC

C 

0.159 0.904 7.175 0.852 0.111 

Table 2: The comparison of different network  

       Using DCASE-SELD's visualization tool, you can visually 
display the comparison of test results with accurate data, includ-
ing sound events and start and end times. The ordinate is divided 
into 11 parts, which represent the specific events in the data in 
11 and the corresponding two events. Angle information. It can 
be seen that this method has a good detection effect for the in-
formation of SED and DOA. The Figure 2 shows the visualiza-
tion of the result. 

 
Figure 2: The Visualization of the result 

        The main deviations occur in complex situations, poly-
phonic events with multiple source changes. At this point Azi-
muth's estimate will be offset. Elevation's estimate is slightly 
better, but the direction of certain events will be inaccurate. 
Some SED estimates may also have estimated or more estimated 
events, and further improvements are needed for environments 
with multiple source aliasing. Figure 3 shows the result in poly-
phonic sound events. 

 
Figure3 : The result in polyphonic sound events 
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