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ABSTRACT 

In this paper, we propose a hybrid neural network (NN) to 

handle the tasks of sound event separation (SES) and sound event 

detection (SED) in Task 4 of DCASE 2020 challenge. The convo-

lutional time-domain audio separation network (Conv-TasNet) is 

employed to extract the foreground sound events defined in 

DCASE challenge. By comparing the baseline SED network with 

various training strategies, we demonstrate that the SES network 

is capable of enhancing the SED performance effectively in terms 

of several event-based performance metrics including macro F1 

and poly-phonic sound detection score (PSDS).  

 

Index Terms— Sound event separation, Conv-TasNet, 

Sound event detection 

1. INTRODUCTION 

Sound event detection (SED) is recently an active research topic 

in the areas of signal processing for machine learning. DCASE 

task 4 [1] aims to classify not only the sound event classes but also 

the event time boundaries. The baseline SED approach inspired by 

the mean-teacher model [2] relies on convolutional-recurrent neu-

ral network (CRNN) that has shown good capability of identifying 

the sound events with weakly labelled and unlabeled training data. 

In order to explore the possibility of improvement due to source 

separation, the participants are encouraged to develop a SED sys-

tem combined with a sound event separation (SES) network. For 

separation task, Conv-TasNet was shown to yield significant im-

provement on speech separation [3]. Similar architecture of the 

network is recently used in universal source separation including 

the sound event separation [4]. Therefore, this study adopts the 

Conv-TasNet as the means of feature extraction intended for the 

baseline SED network. By using the proposed framework, the per-

formance of SED is further enhanced. Different training strategies 

are also evaluated. 

2. SOUND EVENT SEPARATION  

Conv-TasNet is a single-channel deep neural network (DNN) 

consisting of learnable time-domain transformation and time-di-

lated convolutional network (TDCN). Based on the best separa-

tion result reported in [4], the learnable base window is chosen 

with 2.5 ms and the non-causal network is employed with the hy-

per-parameters summarized in Table 1. 

 

Table 1. Hyper-parameters applied in the Conv-TasNet 

 

Symbol Parameter Description 

N 512 Filters in autoencoder 

L 40 Filter length (Samples) 

B 128 Channels in bottleneck 

H 512 Channels in convolutional blocks 

P 3 Kernel size in convolutional blocks 

X 8 Convolutional blocks in each repeat 

R 3 Number of repeats 

 

The training objective is to maximize the scale-invariant source-

to-noise ratio (SI-SNR) [5, 6] defined as  
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in which ŝ and s are the extracted source events and the reference 

audio signals, respectively. The extracted outputs of the SES net-

work include two branches of the desired foreground events in 

Domestic Environment Sound Event Detection (DESED) datasets 

[7, 8] and the background event mixtures in Free Universal Sound 

Separation (FUSS) dataset [9]. The permutation invariant training 

[10] was not employed to ensure the specific output of the net-

work would be the desired separated audio events. 

3. WORKFLOW 

The workflow of the sound event separation and detection is de-

picted in Figure 1. Here, the SES network is the Conv-TasNet [3] 

trained in advance by the mixture of the DESED and FUSS dataset. 
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The SED network exploits the baseline model which is essentially 

a modified mean-teacher approach [11]. After the SES network, 

most of the labeled sound events are extracted at one specific out-

put. The extracted signals are then averaged with the original audio 

mixture in the time domain to enhance the features of the desired 

sound events.  

 

 
 

Figure 1. The workflow of the combined sound event separation 

and detection network. 

4. CONSTRUCTION OF DATASETS  

There are two portions for the dataset preparation. The SES and 

SED networks are trained separately and combined with the afore-

mentioned framework. The sampling rate of the input audio is 16 

kHz for both networks. 

4.1.1. Dataset for the training of SES network 

The SES dataset was created with Scaper [12], a soundscape syn-

thesis and augmentation library. It is composed by the DESED 

foreground events and the mixture of the FUSS dataset served as 

the background noise. The duration of the audio file is 3-second 

long segment with maximum 4 and minimum 1 foreground events. 

In total, 9,600 training mixtures (8 hours) and 2,400 validation 

mixtures (0.67 hour) were generated. The goal of the SES network 

is to extract the desired foreground event mixtures and exclude 

the irrelevant background events and noise. The SES network was 

trained with 200 epochs and batch size 5. Adam [13] was used as 

the optimizer with the learning rate 10-3. The model was selected 

with the best SI-SNR 8.5 dB in the validation set.  

4.1.2. Dataset for the training of SED network 

To further enhance the performance of the SED network, the orig-

inal training set of DESED dataset including 1,578 weakly labeled, 

14,412 unlabeled and 2,584 synthetic strong label data were fed 

into the SES network and averaged with the original audio signals 

in time domain. Next, the baseline SED model was trained by us-

ing the processed training set with the same architecture and pa-

rameters, where window size = 2048, hop size = 255, maximum 

frequency 8000 Hz, and 128 Mel bins are assumed. The network 

was initialized with the pre-trained weights of the original training 

set, followed by another 200 epochs of training.  

To check if the preprocess of the separation framework is help-

ful to the SED network, we compared the baseline SED perfor-

mance with three other different scenarios. The detailed descrip-

tions of the framework and training strategies are summarized in 

Table 2. In case B, the validation set was processed by the SES 

network and further estimated by the original baseline SED net-

work. On the other hand, in the case C and D, the original SED 

network was trained with the preprocessed training set using SES 

network. The main difference of these two cases is whether or not 

the validation set is processed by the SES network. 

 

Table 2. Descriptions of different training scenarios and evalua-

tions of the SED frameworks. 

 

Case Model 
Description of dataset usage 

Training set Validation set 

A 
Baseline 

SED only 

Original 

 DESED set 

Original 

DESED set 

B 
SES + base-

line SED  

Original  

DESED set 

DESED set pro-

cessed by SES 

C 
SES + trained 

baseline SED 

DESED set pro-

cessed by SES 

Original 

DESED set 

D 
SES + trained 

baseline SED 

DESED set pro-

cessed by SES 

DESED set pro-

cessed by SES 

 

5. SUMMARY OF RESULTS 

The evaluation of the SED is based on the event-based measures 

with a 200 ms collar on onsets and a 200 ms of the events length 

collar on offsets. The averaged macro F1 score and PSDS [14, 15] 

are calculated with the validation set in different scenarios and the 

results are summarized in Table 3. In case B where the input sig-

nals are simply passed through the SES network, the F1 score has 

been slightly increased from 34.2 % to 35.5 %. In case D, with the 

DESED training set being preprocessed by the SES network, the 

performance can be further improved to 36.7%, which indicates 

that the SED task does benefit from the preprocessing of the SES 

network. In addition, in case C where we evaluate the non-pro-

cessed validation set with the trained baseline SED, the F1 score 

also attains similar value, as compared with model D. This sug-

gests that the SES network can alternatively serve as a means of 

data augmentation for the SED system.  

 

Table 3. Class-wise averaged macro F1 score and PSDS macro 

score in different training strategies. 

 

Cases with different 

training strategies 
F1 (%) PSDS (%) 

Case A 34.2 59.6 

Case B 35.5 59.7 

Case C 36.4 61.9 

Case D 36.7 62.0 

 

Table 4. Class-wise F1 score for each event type in different cases. 

 

Class 
Case 

 A  B  C  D 

Cat 43.8 43.1 44.1 43.2 

Running water 32.6 30.9 34.3 31.6 

Alarm/bell/ringing 39.8 39.4 37.6 38.3 

Dishes 24.1 25.7 25.1 25.6 

Speech 47.4 49.4 44.7 48.0 

Electric shaver /toothbrush 36.1 40.0 44.6 38.6 

Dog 20.4 23.1 19.8 21.6 

Frying 23.1 22.4 26.6 25.1 

Vacuum cleaner 44.9 45.6 55.5 55.5 

Blender 30.3 35.5 32.1 39.3 
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The F1 score for each event type in different cases are summarized 

in Table 4. For Cases C and D, the major improvement in compar-

ison to the baseline SED network lies in the detection of vacuum 

cleaner that produces a long and persistent noise. However, it turns 

out that sound events of this kind are easily handled in SES net-

work as background noise separated into the unwanted branch. 

Therefore, averaging the mixture with separated signals will in-

crease the contrast between the persistent sound event and short-

period sound event, which increases the mean-teacher model’s 

ability in recognizing long-duration events. 

6. CONCLUSIONS 

In this paper, we have presented a learning framework that 

combines the SES and SED networks by averaging the separated 

signals with the original input mixtures. As shown in the macro 

F1 and PSDS scores, the SES network helps to enhance the per-

formance of the SED network. This suggests that the SES unit can 

be either integrated to the SED network, or alternatively be used 

as a data augmentation means to increase the diversity of the input 

features. 
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