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ABSTRACT

This paper describes our submission to the DCASE 2020 challenge
Task 2 ”Unsupervised Detection of Anomalous Sounds for Machine
Condition Monitoring.” Acoustic-based machine condition moni-
toring is a challenging task with a very unbalanced training dataset.
In this submission, we combine the Siamese Network feature ex-
tractor with KNN anomaly detection algorithm. Experiment results
prove it to be a viable approach with an average AUC 85 and 0.1-
AUC of 77.1. This is a novel approach and have not been used by
NeuronSW SE so far.

Index Terms— Predictive Maintenance, Anomaly Detection,
Siamese Network

1. INTRODUCTION

Machine condition monitoring is an essential component of predic-
tive maintenance. It allows to schedule maintenance work to fix
machine problems in the earliest stages and thus reducing mainte-
nance costs and preventing consequential damages. Acoustic emis-
sion monitoring can be used for machine condition analysis and
prognosis. ISO 220961 suggests that the nature of acoustic emis-
sions can be used even without an understanding of the operating
mechanics of the monitored machine. The recent progress in AI
allows us to create an automatic machine condition monitoring sys-
tem. To allow a large scale, we need a system that does not re-
quire the knowledge of the monitored system’s operation mechan-
ics. Nevertheless, it is impossible to collect all possible failures for
a newly monitored machine without such knowledge. In practice,
it is exceptional to get even any example of a failed state. Unfor-
tunately, most of the recently developed AI methods require a huge
amount of well-labeled examples, which makes them unusable for
the task of machine condition monitoring. Task of learning from a
few or even just one sample is called a few or one-shot learning. On
the other hand, anomaly detection methods seem suitable for this
problem as it lacks the samples representing the failure modes of
the monitored machines.

Our approach combines Siamese Network[1] and KNN
anomaly detector. First, the Siamese Network is trained to extract
needed features for sound classification from audio spectrograms.
Then, KNN anomaly detector is trained on the extracted features of
the audio samples. This is a novel approach that have not been used
by NeuronSW SE so far.

1https://www.sis.se/api/document/preview/908883/

2. OUR APPROACH

Our approach can be divided into three phases: (1) converting au-
dio to spectrograms, (2) training Siamese Network as a classifier,
and (3) train KNN, using Siamese Network encoder, for anomaly
detection. We will describe each part separately.

2.1. Audio Transformation

First, we transform all audio samples into spectrograms using STFT
and taking the absolute value of the complex values. We further
convert spectrograms to decibels and normalize each sample to have
mean 0 and standard deviation 1. Finally, we resize each spectro-
gram to size 128x128x1 to speed up the training.

2.2. Siamese Network

A standard Siamese Network (see [1] for more details) consists of
two parts: (1) two encoders and (2) an aggregator. Encoders trans-
form the inputs into multi-dimensional latent space using the same
weights. The aggregator then computes the distance of the two en-
coded samples and scores how similar or different they are. The
Siamese Network is trained to tell whether the presented two sam-
ples come from the same class or not. During the training, ran-
dom pairs of samples are input into the network. If both samples
come from the same machine type and machine id (e.g., slider id 00
and slider id 00), the Siamese Network minimizes their encoded
distance. While in the case that the two samples come from dif-
ferent classes (e.g., slider id 00 and fan id 00; or slider id 00 and
slider id 01), the Siamese Networks maximizes their encoded dis-
tance.

The encoder’s architecture is as follows:

• Input (128x128)
• Conv (64 @ 9x9) + BN + MaxPooling2D + ReLU
• Conv (128 @ 7x7) + BN + MaxPooling2D + ReLU
• Conv (256 @ 5x5) + BN + MaxPooling2D + ReLU
• Conv (512 @ 3x3) + BN + MaxPooling2D + ReLU
• Dense (32) + ReLU
• Output (32)

The aggregator computes weighted L1 distance between ex-
tracted features h1 and h2 combined with sigmoid activation func-
tion Formally:
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Training After the accuracy reaches a value close to 1, we con-
tinued with fine-tune training of six individual Siamese Networks,
one per each machine type (fan, slider, valve, pump, ToyCar, and
ToyConveyor). Here, each classifier is trained to distinguish id’s of
a specific machine type.

To train Siamese Network, we use parameters as follows: 1000
epochs, batch size of 64, Stochastic Gradient Descent optimizer
with initial learning rate 0.05 and for fine-tuning 0.02.

2.2.1. Submission 1

In our first submission, the neural network follows exactly the struc-
ture as described above.

2.2.2. Submission 2

In our second submission differ from submission 1 by omitting BN
(Batch Normalization) in the encoder’s architecture.

2.2.3. Submission 3

Finally, our third submission differs from submission 1 in the en-
coder’s architecture. In submission 3 we used the same encoder
architecture as described in [1]. Particularly:

• Input (128x128)
• Conv (64 @ 10x10) + MaxPooling2D + ReLU
• Conv (128 @ 7x7) + BN + MaxPooling2D + ReLU
• Conv (128 @ 4x4) + BN + MaxPooling2D + ReLU
• Conv (256 @ 4x4) + BN + MaxPooling2D + ReLU
• Dense (32) + ReLU
• Output (32)

2.3. KNN Anomaly Detection

Finally, once the Siamese network is trained to distinguish ma-
chine id’s, we use its encoder as a feature extractor. We extract
32-dimensional features from all samples using Siamese Network’s
encoder, and train standard KNN anomaly detection [2] using PyOD
2 library.

To train KNN we use the default setting from PyOD with
n neighbors 5, method large, radius 1.0, and leaf size 30.

3. RESULTS

To evaluate our approach, we used ToyADMOS [3] and MIMII [4]
datasets, which are part of DCASE2020 Task-2 Challenge [5]. In
Table 1 we summarize the AUCs and pAUCs for p = 0.1 of all
three submissions. All three submissions outperform the baseline
AutoEncoder-based approach [5] which has AUC 73% and pAUC
59%. In our results, submission 1 has highest AUC 85.9% and sub-
mission 3 has highest pAUC 77.6%; while submission 2 is some-
where in between.

4. CONCLUSION

Our approach combines two existing algorithms, the Siamese Net-
work and KNN anomaly detector. It reached AUC around 85% and

2https://pyod.readthedocs.io/

1. submis. 2. submis. 3. submis.
problem AUC pAUC AUC pAUC AUC pAUC

fan0 58.0 51.4 54.2 50.6 53.8 49.1
fan2 96.6 85.8 93.1 72.6 91.0 77.9
fan4 64.1 59.3 58.1 51.9 64.8 58.9
fan6 99.8 99.2 100.0 99.9 100.0 100.0

pump0 79.2 68.1 75.8 58.6 74.1 61.3
pump2 65.2 62.3 70.6 57.1 61.0 51.3
pump4 99.8 98.7 99.5 97.5 98.9 94.2
pump6 85.8 70.7 64.9 61.1 67.9 62.3

slider0 99.7 98.6 99.0 96.2 99.7 98.7
slider2 90.6 71.7 96.5 83.6 94.7 82.9
slider4 96.2 83.0 100.0 100.0 95.5 85.1
slider6 99.4 96.9 96.9 87.0 98.6 92.7

valve0 97.4 90.2 93.5 88.4 99.5 97.7
valve2 96.0 86.6 99.0 96.4 99.7 98.5
valve4 93.7 75.1 98.6 94.9 96.9 91.4
valve6 95.7 79.3 90.9 72.9 95.7 82.5

ToyCar1 78.8 71.0 85.3 72.5 83.1 68.5
ToyCar2 87.9 78.2 91.5 84.0 92.1 84.0
ToyCar3 88.2 74.7 96.2 89.8 94.5 86.4
ToyCar4 98.6 94.4 100.0 100.0 100.0 100.0

ToyCon1 79.6 68.3 74.4 62.1 74.1 59.3
ToyCon2 58.7 53.7 55.2 51.3 59.9 50.2
ToyCon3 65.8 56.1 64.3 53.8 59.3 52.5

Average 85.9 77.1 85.1 77.5 85.0 77.6

Table 1: AUC and pAUC of development dataset.
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pAUC 77% for p = 0.1, outperforming baseline AutoEncoder so-
lution by more than 11% and 18%, respectively.

In future, we plan to enhance training using data augmentation.
We also plan to evaluate Siamese Network universality, i.e. when
we train it on all but one type of machine, how well it performs on
the omitted type of machine.
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