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ABSTRACT 

This paper presents a multi-channel audio feature using 

imagenet model based on convolutional neural networks for 

DCASE 2020 Task1-A Acoustic scene classification with multi-

ple devices. We use the TAU Urban Acoustic Scenes 2020 Mo-

bile Dataset. It consists of 10 seconds of audio clips about 10 

scenes. We proposed a multi-channel audio feature to use 

imagenet pre-trained model weight. also, we proposed filtered 

augmentation for other devices' recorded audio. the multi-

channel feature consists of raw and harmonic, percussive 

(HPSS) data’s Log-Mel-Spectrogram. Also, we use EfficientNet 

pre-trained model weight. 

  

Index Terms— Audio databases, Secene classifica-

tion, Sound classification, Convolutional neural networks 

1. INTRODUCTION 

This challenge is The Detection and Classification of Acoustic 

Scenes and Events (DCASE) [1], This paper based on DCASE’s 

Task1-A (Figure 1). This task's primary goal is to classify 10 

scenes (Airport, Indoor shopping mall, Metro station, Pedestrian 

street, Public square, Street with a medium level of traffic, Trav-

el-ling by a Tram, Travelling by a Bus, Travelling by an under-

ground Metro, Urban Park) in 10 seconds of other device record-

ed audio files. The development dataset [2] is composed of 

13965 record-ings in the training dataset and 2970 recordings in 

the validate dataset. this dataset is recorded by other devices each. 

That device's names are A to C, S1 to S6. S4 to S6 is just test 

data. Recently, image classification research has greatly im-

proved by google. The network name is EfficientNet [3]. This 

network surpassed the performance of existing networks. we 

propose how to apply this network to this task for the best per-

formance. also, we proposed filter augmentation for recorded 

audio files by other devices. 

2. FEATURE EXTRACTION 

To use the pre-trained weight of EfficientNet, the audio features 

were processed like images. JPEG Image data consists of width, 

height, channel (RGB), this data shape is (width, height, chan-

nel). So, we made the audio data shape like image data shape.  

 

 

We used the 10s audio data of 44.1Khz sample and used the 

librosa library [4] for feature extraction. 

 

 

 
Figure 1: Overview of acoustic scene classification system. 

 

 

2.1. HPSS 

 

We used the median-filtering harmonic percussive source sepa-

ration (HPSS) [5] to construct a multi-channel feature. This pro-

cess is split the raw audio (R) to harmonic (H) and percussive 

(P) components. then, It can earn a total of three components 

raw, harmonic, percussive data (RHP) similar to the RGB chan-

nel. 

 

 

2.2. Normalization 

 

Digital raw audio min, max range of float32 is -1 to 1. we 

worked the normalization of each channel data consisted of RHP 

(figure 2). 



Detection and Classification of Acoustic Scenes and Events 2020  2-3 November 2020, Tokyo, Japan  

 
Figure 2: Raw, Harmonic, Percussive channels normalization 

 

 

2.3. Log-Mel-Spectrogram 

 

Recently many audio researchers use the Log-Mel-Spectrogram. 

because it compresses the raw audio data to dB and frequency 

according to time. It shows the best performance in the audio 

environment sound classification task [6]. We applied this func-

tion to normalized channel data every each (figure 3). The used 

parameters depend on Efficientnet model. 

 
Figure 3: RHP channels log-mel-spectrogram 

 

Finally, applied all channel entirety normalization. If used Effi-

cientnet B5 Model result shape is (456, 456, 3) in 10 seconds 

audio. This processing is important. Final normalization reduces 

the distance of each data. Figure 4, 5 shows the location of the 

data by Principal Component Analysis (PCA) [7]. 

 
Figure 4: Each channels PCA graph 

(Unnormalized, Normalized) 

 

 

 
 

Figure 5: Final normalized channels PCA graph zoom in 

 

 

3. AUGMENTATION 

We propose to subtract filter augmentation (SFA) for the record-

ed audio file by other devices. How to make the subtract filter is 

just the average of subtracts the main device's Mel spectrogram 

from other device's Mel spectrogram. This method must have the 

same environment's same sound source and the sound source is 

recorded by different devices. we made each device's filter (b, c, 

and s1 to s6). And we just added each filter value to the train 
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data's Mel spectrogram of the main device. figure 6 shows mel-

spectrogram about augmentation, the graph is average power per 

mel-frequency of the Filtered Mel spec, original Mel spec, target 

Mel spec. Target Mel spec is another device recorded audio. 

4. NETWORK ARCHITECTURE 

We use 10-second audio data for feature extraction. So, the input 

is two split audio features. Also, we use EfficientNet architecture. 

figure 7 is a proposed net-work architecture. 

 
Figure 7: Proposed network architecture 

 

5. EXPERIMENT 

The EfficientNet has B0 to B7 model. we used B0 and B5 noisy-

student pre-trained model weight and not included top, used the 

average pooling. When training we used this parameter setting. 

using the early stopper, batch size 16, adam optimizer [8] 0.0001, 

L2 regularizer [9] 0.0001, dropout [10] size depends on Effi-

cientNet model and use masked loss function. we evaluated each 

epoch model in architecture for the best performance about 

coarse, fine level. And an additional point is this model's batch 

size required to more than 8 per GPU. Otherwise, model perfor-

mance is low about 2~3% (Table 1). 

 

 

Table 1: Accuracy according to batch size about proposed model 

in Task1A validate dataset 

(Accuracy, %) 

 

Model Batch per gpu Acc 

B0 
4 66.07 

8 67.18 

B3 
4 66.84 

8 68.82 

 

6. RESULT 

We used the Dcase evaluation metrics [11] for this task. 

Table 2 shows the architectures network result in each 

used EfficientNet model B0, B3, B5. It also shows aug-

mentation's usefulness. SFA show about 2% accuracy in-

crease. Our GPU server performance couldn't use B6 to B7. 

but we achieved the best performance in this task. it 

showed accuracy increase according to model version in-

crease. consequently, the best architecture was Efficient-

Net-B5 is an applied network. If we have a larger GPU 

server, we can make a better performance model. 

Figure 6: Mel spectrogram and, average power per mel-frequency about SFA 
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Table 2: Evaluation result in Dcase Task1A validate dataset 

(Accuracy, %) 

 

Model Acc 

Baseline 54.10 

 Non-Aug Aug 

 Batch per gpu Acc Batch per gpu Acc 

B0 8 65.01 8 67.18 

B3 8 66.12 8 68.82 

B5 4 68.21 4 70.11 

 

7. CONCLUSION 

This paper shows us audio data use like images and, how to use 

the imagenet pre-trained model in the audio tasks. And, SFA is 

useful for other device recorded audio. Consequently, it is possi-

ble to determine whether or not the weights of existing trained 

models can be used according to the processing of data. This just 

shows that the data is not limited to the task. 
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