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ABSTRACT

This technical report describes our submission for TASK1A of
DCASE2020 challenge. We use log-mel spectrograms and a
residual network. We follow the idea of McDonnell [1] in
DCASE2019 and do not downsample in the frequency axis.
Besides, we use attention mechanism to improve the
performance of the system.

Index Terms— residual network; log-mel
spectrograms ; attention mechanism

1. INTRODUCTION

Task 1a in the 2020 DCASE Acoustic Scene Classification
challenge aims to classify sounds into one of predefined classes.
The dataset of DCASE2020 is different from DCASE2019. The
task 1a dataset contains recordings from 12 european cities in 10
different acoustic scenes using 4 different devices. Additionally,
synthetic data for 11 mobile devices was created based on the
original recordings. Audio is provided in single channel 44.1kHz
24-bit format. The development dataset is provided with a
training/test split and some devices appear only in the test subset,
which increases the difficulty. By using proposed method, we
achieved a classification accuracy of 72.1% on the officially
provided fold 1 evaluation dataset.

2. PROPOSED SYSTEM

Since the introduction of AlexNet [2] in 2012, deep
convolutional neural networks have become the dominating
approach for image classification. Also, the results of the
previous DCASE challenges suggest that CNNs are the most
popular classifiers for acoustic scene classification [3]. We also
use a CNN model like others and adopt different attention
mechanisms. We do not use any additional data and train the
model from scratch.

2.1. Acoustic Feature

A number of features, such as the constant-Q transform (CQT),
mel frequency cepstral coefficients (MFCC), perceptual
weighted power spectrogram, wavelet and etc., have been used
in acoustic scene classification. We use log-mel energies, and
additionally calculate deltas and delta-deltas of the spectrum. We
also used other features in our experiments, such as CQT,

gammatone and wavelet. We find that log-mel energies performs
best of all.
For Task 1a, the data is single channel, which is different from
DCASE2019. We calculated log-mel spectrograms and deltas
and delta-deltas, and consequently, the overall input to our CNN
had 3 channels.

2.2. Model Design

ResNet [4] has proved its power in image classification and
many other networks make a progress based on it. We follow the
idea of [1] and use the model as a baseline. Spectrograms are
different from images, since features at different frequencies
represent different meanings. So we want to adopt attention
mechanism, which may help the model to focus on crucial
features.
We tried different attention modules, such as Squeeze-and-
Excitation (SE) [5], Convolutional Block Attention Module
(CBAM) [6] and point-wise attention [7]. These three attention
modules are show in Figure 1. The original SE module is for
channel attention, and we modified it for frequency attention.
Point-wise attention module gets the best performance in our
experiments.

2.3. Data Augmentation

Data augmentation is a efficient way to avoid overfitting and
enhance the model’s generalization in deep neural networks. We
use mixup [8] and crop for data augmentation. With cropping
method, we can get more training data.

3. EXPERIMENTS AND RESULTS

3.1. Data Preprocessing

Audio of task 1a is provided in single channel 44.1kHz 24-bit
format. To get the log-mel energies, we use 2048 FFT points, a
hop-length of 1024 samples, frequencies from 0 to half of the
sampling rate [1]. We use 128-bin mel filter bank and finally get
log-mel spectrogram of size (128, 431). Then we calculate the
log-mel deltas and delta-deltas. Finally we get the training data
with mixup and crop.
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Figure 1: Attention modules

3.2. Attention Mechanism

Attention mechanism has been widely adopted in image
classification. Attention module can be integrated into CNN
architectures seamlessly with negligible overheads. We tried
three different attention modules, SE, CBAM and Point-wise
attention.
The structure of an SE block is shown in Fig.1(a). SE block has
two steps, squeeze and excitation. First, global average pooling
is applied to the feature map. Then, we get the activation after a
bottleneck with two fully-connected (FC) layers. The final
output of the block is obtained by rescaling the original feature
map with the activation. SE block can be regarded as a self-
attention function on channels. In our experiment, we apply SE
module on frequency axis.
CBAM has two sub-modules, the structure is shown in Fig.1(b).
The channel sub-module utilizes both max-pooling outputs and
average-pooling outputs with a shared network. It is different
from SE block, which only use average pooling. The spatial sub-
module of CBAM utilizes similar two outputs that are pooled
along the channel axis. CBAM simultaneously applies channel
attention and spacial attention.
Point-wise attention is proposed in YOLOv4 [7], the structure is
shown in Fig.1(c). The attention value has the same shape with
original feature map. Then a point-wise multiplication is applied.
In out experiments, point-wise attention performs best. We
finally adopt point-wise attention as our attention module.

3.3. Training

We used the official fold 1 procedure to evaluate our systems’
performance. Stochastic gradient descent (SGD) optimizer was
used with an initial learning rate of 0.01 and a mini-batch size of
32. Training epoch was set to 126.

Table 1: Class-wise accuracy for the development dataset

Class Baseline(%) Proposed(%)
airport 45.0 52.5
bus 62.9 86.9
metro 53.5 66.3
metro_station 53.0 77.1
park 71.3 89.9
public_square 44.9 52.9
shopping_mall 48.3 65.7
street_pedestrian 29.8 60.3
street_traffic 79.9 89.6
tram 52.2 80.5
average 54.1 72.1

3.4. Result

The experimental results obtained by our model over the
validation dataset are shown in Table 1. We retrained the model
using all the development data before running the model on
evaluation data for submission.

4. CONCLUSIONS

In this technical report, we proposed a acoustic scene
classification system. We use log-mel spectrograms and a
residual network with attention mechanism to improve the
performance of the system. We achieved a classification
accuracy of 72.1% with a single model, which is 18% over than
the baseline system.
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