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ABSTRACT 

This technical report describes our approach to solve Detection 

and Classification of Acoustic Scenes and Events (DCASE) 

2020 challenge task1a. Resnet-18 with attention model and 

Openl3 embedding are used to solve the acoustic scene classifi-

cation problem. The model shows 59.6% accuracy in the train-

ing and validation split of the development set, which is 5.5% 

higher than that of the baseline network. 

Index Terms— Acoustic scene classification, Resnet, 

CBAM, Openl3 embedding 

1. INTRODUCTION 

DCASE challenge has introduced acoustic scene classification 

with mismatched devices since 2018 [1]. Task 1a of DCASE 

2020 challenge expands previous challenges by introducing the 

dataset recorded using 4 different devices and 11 mobile devices 

(synthesis data based on the original recordings). This submis-

sion consists of a system for the classification of Acoustic Scene 

based on Openl3 embedding [2] and Resnet-18 [3] with the 

convolutional block attention module (CBAM) [4]. 

2. METHOD 

2.1. Model 

We use an attention-based Resnet-18 network as a classifier. 

CBAM is an attention module that sequentially infers attention 

maps along the channel and spatial dimensions, and the attention 

maps are multiplied to the input feature to get a refined feature. 

Channel attention focuses on ‘what is meaningful’, given an 

input to the convolution layer. To find the channel attention, at 

first max pooling and average pooling are performed to the input 

feature, then it is passed through a shared multilayer perceptron 

with one hidden layer. The two features obtained after multilayer 

perceptron are added and sigmoid function is applied. The final 

result is multiplied with the input feature to obtain channel 

attention. 

After applying channel attention, spatial attention is applied. 

Spatial attention focuses on ‘where is an informative part’. In 

order to compute spatial attention, max pooling and average 

pooling operation are applied along the channel axis, and two 

outputs are concatenated. The concatenated feature is passed 

through a convolution operation and a sigmoid function. The 

feature is multiplied with the input feature to calculate spatial 

attention. 

In the original Resnet-18 architecture, we change the kernel of 

the first convolutional layer to 3 * 3 from 7 * 7 and the final 

layer to 10 to match the classes of acoustic scene classification 

dataset. 

2.2. Preprocessing 

We use Openl3 embedding as an input to the system. The input 

representation and embedding size for the calculation of Openl3 

embedding was ‘mel256’ and 512. The content type used in 

openl3 for the submission 1 and 2 of task1a is ‘env’ and for the 

submission 3 and 4 is ‘music’. For the experiment on the train-

ing and validation set we use ‘env’ content type.  

2.3. Data Augmentation and Loss Function 

Mixup [5] and SpecAugment [6] are used as data augmentation 

techniques, and Focal Loss [7] is used as a loss function. Mixup 

is a data augmentation technique in which we combine two 

inputs and their label together. This helps the network to better 

understand the features and thus increase the performance. The 

value of alpha was 0.2 for this experiment. SpecAugment uses 

time masking, frequency masking, and time stretching tech-

niques to augment the data. We use both of time masking and 

frequency masking. Time-stretching is not used as it is computa-

tionally heavy and does not contribute much in the learning. 

Focal loss adds a modulating factor to the cross-entropy loss. 

We use gamma as 2 and alpha as 0.2 in the focal Loss. Time 

masking and Frequency making are used in about 30% of the 

training data randomly. 
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3.  EXPERIMENTAL SETUP AND DATASET 

3.1. Dataset 

The dataset for the DCASE 2020 challenge task1a is TUT urban 

acoustic scenes 2020 mobile, development dataset. It has 10 

classes of 10 seconds audio recorded over different cities in 

Europe. The classes consist of airport, shopping mall, metro 

station, street pedestrian, public square, street traffic, tram, bus, 

metro, and park. In this dataset, the audio is from 3 real devices 

and 6 simulated devices. 
All the submitted model for the challenge is trained on the devel-

opment set (train split and the extra data) and is tested on the 

validation split. No additional data is used to train the network.  

3.2. Experimental Setup 

The CBAM model is trained in Titan X (Pascal) using Pytorch 

with Adam optimizer. The learning rate and batch size are used 

as 0.001 and 20, respectively. The model is run for 300 epochs. 

Torch Audio is used for SpecAugment augmentation with the 

value for frequency masking as 40 and for time masking as 100.  

4. RESULT 

Table 1: Class-wise accuracy of our model and the baseline 

model. 

An average accuracy of our model is 59.6%, as shown in Table 

1, it is 5.5% higher than that of the baseline model. Our model 

shows better accuracy in every class except Metro in which the 

baseline had higher accuracy. The confusion matrix for the test 

set is given in Figure 1. 

In Table 1, the proposed model shows the highest accuracy in 

Park which is 81.8%, this is about 10% higher than that of the 

baseline and got the lowest in Metro, which is 45.5%, and this 

result is 8% less than that of baseline. From figure 1, we can see 

that the model misclassified Metro as Tram and Metro Station. 

The lowest accuracy among all the classes is of Street Pedestrian 

at 33.3%. 

5. CONCLUSION 

Attention-based Resnet-18 model was able to obtain 59.6% 

accuracy, which is 5.5% more than that of the baseline model. 

Both baseline and our model used Openl3 embedding. This 

result showed that Resnet with attention model is very effective 

in acoustic scene classification. 

 

Figure 1: Confusion Matrix for the validation split 
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Class Baseline (%) Ours (%) 

Airport 45.0 61.2 

Shopping Mall 48.3 59.9 

Metro Station 53.0 55.2 

Street Pedestrian 29.8 33.3 

Public Square 44.9 46.1 

Street Traffic 79.9 77.1 

Tram 52.2 70.7 

Bus 62.9 65.6 

Metro 53.5 45.5 

Park 71.3 81.8 

Average 54.1 59.6 

   


