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ABSTRACT

For the DCASE 2020 Task 1a, we propose the use of three different
deep learning based convolutional neural networks architectures:
AclNet, AclResNet50, and Vgg12. These three neural network
architectures were pre-trained with Audioset data for embedding
generation, and then fine-tuned with an added classification layer,
through the development dataset provided by the task. The out-
puts produced by these trained models proved to be complementary
when ensembled, due to the different nature of the feature front-end,
and of architecture diversity. The ensemble average of these mod-
els’ outputs improved significantly from best single model classi-
fication accuracy of 67.55% to 69.74% on the evaluation dataset,
when trained with the challenge suggested development partition-
ing.

Index Terms— Acoustic Scene Classification, Deep Learn-
ing, Convolutional Neural Networks, Transfer Learning, End-to-
End Audio Classification, Ensemble Averaging

1. INTRODUCTION

For the 2020 Detection and Classification of Acoustic Scenes and
Events challenge (DCASE2020), acoustic data were provided to
solve different audio related tasks. Task 1 refers to the challenge
of building a model to classify different recordings into predefined
classes corresponding to different urban environment scenes.

Following the guidelines provided by the challenge in the Task1
subtask a (Task 1a), we experimented with three different deep
learning (DL) convolutional neural network architectures (CNN):
AclNet, AclResNet50, and Vgg12. AclNet and AclResNet 50 are
two end-to-end (e2e) architectures that take raw audio data as the in-
put into two 1D convolutional layers, followed by a 2D multi-layer
CNN, i.e. a VGG type and a ResNet type, respectively. On the
other hand, the Vgg12 architecture is based on well known com-
puter vision 12-layer CNNs adapted for audio classification; this
CNN model takes Log-Mel filterbanks of 64 spectral dimensions as
input features.

2. METHODOLOGY

All the implementations and experimentation performed in our
work submitted to the DCASE2020 challenge Task 1a are explained
in detail in the following sections.

2.1. Data Processing

The DCASE2020 Task 1a dataset consists of 10-second audio
recordings obtained at 10 different acoustic scenes: airport, indoor
shopping mall, metro station, pedestrian street, public square, street
with medium level of traffic, traveling by tram, traveling by bus,
traveling by and underground metro, and urban park , recorded at
12 major European cities [1].

The challenge suggests the usage of a 1-fold arrangement for
development as part of this task, i.e. 13,962 audio samples for train-
ing, and 2,968 for evaluation. Through the development stage of our
implementations, we used Google Audioset data [2] to construct ef-
ficient audio embedding generators customized for each one of our
implemented DL architectures.

The dataset for this task comprises single-channel audio record-
ings at 44.1 kHz of sampling rate in 24 bit resolution. For the de-
velopment of the two e2e CNN architectures, all audio signals were
downsampled from its original sampling rate to 16 kHz. For the
development of the Vgg12 spectral based CNN architecture, the au-
dio data were processed to generate Log-Mel filterbank represen-
tations with 64 filter bands over a time window of 25 milliseconds
and overlaps of 10 milliseconds, resulting in one Log-Mel filterbank
channel.

2.2. Convolutional Neural Networks for Acoustic Scene Classi-
fication

2.2.1. AclNet and AclResNet50

AclNet and AclResNet50 are e2e CNN architectures which take raw
time-domain input waveform, as opposed to more commonly used
spectral features, e.g. Log-Mel filterbank or Mel-frequency cepstral
coefficients (MFCC). One of the advantages of these types of e2e
architectures is that the front-end feature makes no assumptions of



Detection and Classification of Acoustic Scenes and Events 2020 Challenge

Figure 1: Development of our proposed implementation for four low-memory CNN architectures for audio scene classification in the
DCASE202 Task 1b.

the frequency response; its feature representation is learned in a
data-driven manner, thus its features are optimized for the task at
hand provided there are sufficient training data.

For AclNet, we conditioned the settings corresponding to the
work described in [3], with a width multplier of 2.0, and con-
ventional depth-wise convolution layers. The AclNet architecture
we developed for the DCASE2020 was pre-trained with Audioset
to generate a vector of 512 audio embeddings sent into a fully-
connected layer classifier with ReLU activation functions in a trans-
fer learning manner. Raw audio data at 16 kHz from the Task 1a
dataset were fed to the pre-trained AclNet, and embeddings were
used to train the classifier.

For AclResNet50, we replaced the CNN component of AclNet
after the two input 1D convolutional layers, with a ResNet type
CNN commonly used in image recognition [4], comprising 50 con-
volutional layers. As with AclNet, we pre-trained this architec-
ture with Audioset for audio embeddings generation, and performed
transfer learning to train an added fully-connected layer with ReLU
activation functions to perform the final classification.

In order to increase the robustness of the training process, we
also used different data augmentation techniques commonly used
in audio processing such as random noise addition, random crop-
ping of 1-second of the audio signal, and random gain variation,
together with the widely used mixup data augmentation technique
[5]. During the training, audio data were randomly selected from
mini-batches of training clips. At evaluation time, we run the infer-
ence on 1-second non-overlapping consecutive audio segments, and
then averaged the outputs over the length of the evaluation audio.

2.2.2. Vgg12

The Vgg12 model used in our proposed work is an adaptation of
the well-known VGG architecture [6], that has proved to be an effi-
cient approach for audio classification. It has a total of 12 convolu-
tional layers, with the first one having an output of 64 channels, and
the last one is defined by 512 outputs. At the output of each con-
volutional layer, we apply batch normalization followed by ReLU
activation. Through the convolutional layers, there are 5 max-pool
layers with kernel size of 2. This CNN architecture is designed for
variable input size (e.g. 64 spectral dimensions and arbitrary num-
ber of time steps). The output of the last convolutional layer is av-
erage pooled, to always produce a vector length of 512 values. This
vector is then followed up by a fully connected layer to produce the
10-class output defined by the challenge’s Task 1a.

During the training phase, 5-seconds of audio are randomly se-
lected from the training clip. Spec Augment [7] was used as a data
augmentation process that proved beneficial in our experiments, by
randomly placing two masks over each time and frequency axis
of random width between 0-25% of the Log-Mel filterbanks input
width and height. We also tried mixup augmentation, but did not ob-
served any benefit from using it on our Vgg12 experimentation. At
evaluation time, we run the inference on 1-second non-overlapping
segments, and then average the outputs over the length of the eval-
uation audio.

2.3. Training Strategy

In order to have an efficient training, we performed a search for the
optimal parameters of these audio classification CNNs . We exper-
imented with different values and configurations, that yield to the
best performing models; the best training hyper parameters found
(learning rate LR, learning rate decay LR-d, number of epochs
where the best model was found E, weight decay WD, and drop out
rate DO) of each of the three architectures described in the previous
subsection are listed in Table 1.

All three CNN architectures were trained with the Adam opti-
mizer. During the fine-tuning process, we kept the part of the cor-
responding Audioset pre-trained network with a LR value that is
1/10th of the LR as the rest of the network. The evaluation dataset
was used for model selection, i.e. the best performing model on
the evaluation dataset was saved and used for validation inference.
Pytorch was the framework used in our work to build the CNNs
described.

2.4. Ensemble of Convolutional Neural Networks for Audio
Scene Classification

In order to reduce individual variance of each of the developed CNN
models, e.g. AclNet, AclResNet50, and Vgg12, we applied a simple
ensemble averaging technique, commonly used in machine learning
to improve the prediction performance [8]. This approach basically
and simply consists on the averaging of the prediction scores ob-
tained by different models, i.e. average of the ten softmax output
scores across the three different models.

By combining the prediction scores from different CNN mod-
els, the ensemble yields to results above the reported challenge
baseline (54.1%); the intention is to add a bias that counters the
variance of an individually trained model. Having a diversity of
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Table 1: Training setup values for the three CNN architectures pro-
posed. These values are the learning rate, learning rate decay, epoch
of best model obtained, weight decay, and drop out rate, respec-
tively.

Architecture LR LR-d E WD DO

AclNet 1e-4 0.01 150 2e-4 0.25
AclResNet50 1e-4 0.001 5 1e-6 0.20
Vgg12 1e-3 0.01 131 1e-6 0.90

Table 2: Best classification results over the evaluation set obtained
by each individual CNN architectures explored in this work, and the
ensemble averaging of these three.

CNN Architecture Trainable Parameterss Accuracy

Baseline *** 54.10%
AclNet 2.7M 65.53%
AclResnet50 24.6M 65.46%
Vgg12 12.6M 67.55%
Ensemble 39.9M 68.77%

CNN models helps to achieve this intention. The experimental re-
sults obtained for the most obvious combination, i.e. ensemble of
the three CNN described in this work, are shown in the next section.

3. RESULTS

The experimental results obtained from our three developed CNN
models for acoustic scene classification over the evaluation dataset
are shown in Table 2 and Table 3. The number of trainable pa-
rameters is also listed, in order to present an context of the size of
the architectures experimented with. During experimentation, we
noticed that performing an ensemble of the best individual models
does not guarantee to yield into the highest ensemble results. Be-
cause of this, we did two experiments; the first one consists on the
ensemble the outputs of the best individual models (see Table 2);
the second one consists on finding the best combination of individ-
ual models that yields into the highest ensemble accuracy (see Table
3). The experimental results presented here represent the best eval-
uation accuracy performance achieved by our CNN models and the
ensemble averaging of them, which constitutes our submission for
Task 1a, at the time of the DCASE2020 submission deadline.

Table 3: Classification results over the evaluation set obtained by
each three individual CNN architectures that yield to the highest
ensemble accuracy found.

CNN Architecture Trainable Parameterss Accuracy

Baseline *** 54.10%
AclNet 2.7M 65.53%
AclResnet50 24.6M 64.86%
Vgg12 12.6M 66.41%
Ensemble 39.9M 69.74%

4. CONCLUSIONS

For this year’s DCASE2020 Task 1a, we experimented with the
ensemble of three different CNN architectures trained for acous-
tic scene classification; with this approach, we were able to achieve
above the baseline results, as reported in the challenge guidelines.
The best accuracy results over the evaluation dataset by an individ-
ual CNN was 67.55%; our ensemble approach results in a 39.9M
parameters model that achieves an evaluation accuracy of 69.74%.
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