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ABSTRACT

In this report, we introduce our methods and results of the
anomalous sound detection in DCASE2020 task2. We attempted
to detect anomalous sound without using deep learning methods.
Precisely, we first extracted features by applying principal com-
ponent analysis (PCA) to the log-mel spectrogram of the sound
signal. Then we used Local Outlier Factor (LOF) and Gaussian
Mixture Model (GMM) as the anomaly detection method. Our ex-
periment showed the proposed method improved the Area Under
Curve (AUC) to 0.8706 and the partial Area Under Curve(pAUC)
to 0.7403 compared to the baseline system on development dataset.

Index Terms— Anomaly Sound Detection, Local Outlier Fac-
tor, Gaussian Mixture Model

1. INTRODUCTION

Recently, deep learning has been showing remarkable perfor-
mance in various fields such as speech recognition, acoustic event
detection and speech synthesis. In fact, the baseline system[1] in
DCASE2020 Task2[2] uses an Auto-Encoder algorithm. However,
when dealing with this task under limited computing resources and
a limited amount of data, it is also very interesting to consider how
well conventional anomaly detection methods work. In this report,
we use Local Outlier Factor (LOF) and Gaussian Mixture Model
(GMM) for anomalous sound detection.

The structure of this report is as below. In section 2, we explain
the anomalous sound detection methods we used for this task. In
section 3, we show the results of our evaluation experiment and its
consideration. In section 4, we summarize our investigation results
for this task. In section 5, we describe the model we are submitting.

2. ANOMALOUS SOUND DETECTION METHOD

We show the anomalous sound detection method as Figure 1.
In this section, we describe feature extraction, anomaly detection
algorithm and scoring.

2.1. Feature Extraction

We use the log-mel spectrogram as the features. We set the
parameters as follows.

• frame length is 64ms.

∗Equal contribution.

Figure 1: Algorithm Overview

• log mel-band energies (128bands)
• 5 frames are concatenated
• 640 dimensions are input features

In our method, principal component analysis(PCA) was used to re-
duce the computational cost, and then the dimensionality reduced
data were used for anomaly detection. Although there are many
kinds of models that could be used for anomaly detection, in this
report, two methods, LOF and GMM were considered.

2.2. Anomaly Detection Algorithm

Our proposed approach is LOF and GMM.

Local Outlier Factor(LOF) [3]

Local Outlier Factor is one of the anomaly detection methods
we employed. This method is based on local density, which is the
density of k-neighboring feature values. When a feature is anoma-
lous, the difference is large between the local density of the anomaly
and the neighboring feature. In this report, we use the outputs of
LOF as the anomaly score. We set the number of neighbors to 20.
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Gaussian Mixture Model(GMM) [4]

Gaussian Mixture Model is the second of the anomaly detection
methods we employed. First, we estimate parameters of the gaus-
sian mixture model by using training features. We then calculate the
likelihood of the target feature. When a feature is anomalous, the
likelihood is small. In this report, we use negative log-likelihood
as the anomaly score, and we set number of mixture components to
32, and the co-variance type to full.

2.3. Scoring

After calculating anomaly scores per frame, we aggregate them
into an anomaly score of the sound signal. In this report, we use the
mean of the frame scores, and the variance of the frame scores. The
former shows the amount of the anomaly score, and latter shows the
fluctuation in the anomaly score.

3. EXPERIMENTS

3.1. Experimental conditions

10-sec length audio (monaural, 16 kHz) was sampled from ma-
chinery sound sources. There are six types of machines (Machine
Type); ToyConveyor, ToyCar[1], fan, pump, slider and valve[5].
For each Machine Type, there are several IDs (Machine ID). We
constructed the anomalous sound detection model for each Machine
ID in Table 1. We used scikit-learn[6] for the implementation.

Table 1: Experimental conditions
Model name Feature dimensions Algorithm Scoring
LOF-mean 40 LOF mean
LOF-var 40 LOF variance

GMM-mean 80 GMM mean
GMM-var 80 GMM variance

4. RESULTS AND CONSIDERATION

The results are shown in Table 2 and 3. From the results, we
can see that the average score approach for calculating anomaly
score worked well with the ToyCar, ToyConveyor, fan and pump
Machine Types. On the other hand, the variance score approach
worked well with the slider and valve Machine Types. It is consid-
ered that this difference is due to the characteristic of the anomalous
sound sources.

For an anomalous sound of ToyCar, ToyConveyor, fan and
pump, because the anomaly score is high for almost every frame
of sound signal, we calculated the average score of all frames and
used it as the anomaly score of sound signal. For an anomalous
sound of slider and valve, because the anomaly score of each frame
of sound signal varies dramatically large, we calculated the variance
score of all frames and used it as the anomaly score of sound signal.

5. CONCLUSION

In this report, LOF and GMM were used to detect anomalous
sounds. The proposed method gave an AUC score of 0.8706 and a
pAUC score of 0.7403. Recently, deep learning methods have been
seeing widespread use because of their effectiveness. However, in

this report, we demonstrated that with limited computing resources
and a limited amount of data, non-deep learning methods can also
be effective. the effectiveness of non-deep learning methods.

6. SUBMISSIONS

In this report, we submit three anomalous sound detection
systems; Morita SECOM task2 1, Morita SECOM task2 2 and
Morita SECOM task2 3.

Morita SECOM task2 1 uses the ”LOF-mean” model given in
Table 1; Morita SECOM task2 2 uses the ”GMM-var” model. For
Morita SECOM task2 3, we used the model that gave the largest
AUC and pAUC for each Machine Type. We select the algo-
rithm method from either GMM or LOF, and the scoring method
from mean, percentile, or variance. When we select the variance,
we also select the range of anomaly scores we use. For exam-
ple, variance (70%-100%) indicates that only the largest 30% of
all anomaly scores in sound signal were used. The conditions of
Morita SECOM task2 3 are shown in Table 4. The AUC and pAUC
results from using these parameters are shown under ”Our best” in
Table 2 and 3.

Table 4: Parameters of Morita SECOM task2 3
Machine type Algorithm Scoring

ToyCar LOF percentile(30%)
ToyConveyor GMM percentile(10%)

fan LOF percentile(30%)
pump LOF percentile(30%)
slider GMM variance(0 - 100%)
valve GMM variance(70 - 100%)
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Table 2: AUC Results of Development Dataset (%)
Baseline LOF-mean LOF-var GMM-mean GMM-var Our best

MachineType MachineID (Submission 1) (Submission 2) (Submission 3)
ToyCar 1 81.36 94.13 88.38 91.94 75.51 94.48

2 85.97 96.57 92.32 96.04 79.05 97.10
3 63.30 90.52 80.24 85.60 60.54 91.38
4 84.45 99.63 94.66 99.09 76.42 99.78

Avg. 78.77 95.21 88.90 93.17 72.88 95.69
ToyConveyor 1 78.07 79.48 72.21 80.14 58.46 82.79

2 64.16 67.04 61.20 67.26 53.13 68.84
3 75.35 85.47 75.46 84.62 58.88 87.34

Avg. 72.53 77.33 69.62 77.34 56.82 79.66
fan 0 54.41 65.23 58.91 55.75 49.69 67.40

2 73.40 86.57 82.12 78.53 73.30 87.09
4 61.61 77.90 72.53 61.16 63.23 79.33
6 73.92 95.52 82.36 89.89 78.07 96.19

Avg. 65.83 81.30 73.98 71.33 66.07 82.50
pump 0 67.15 73.87 74.26 71.43 65.13 72.46

2 61.53 68.28 54.87 67.64 43.23 70.41
4 88.33 93.82 74.10 96.11 83.44 94.18
6 74.55 85.45 73.35 80.00 66.98 87.09

Avg. 72.89 80.36 69.15 78.80 64.70 81.04
slider 0 96.19 95.92 98.57 92.72 97.67 97.67

2 78.97 79.11 78.67 77.94 75.94 75.94
4 94.30 83.52 81.06 85.56 96.91 96.91
6 69.59 65.31 63.96 59.13 94.24 94.24

Avg. 84.76 80.96 80.56 78.84 91.19 91.19
valve 0 68.76 79.19 96.39 61.64 98.29 99.35

2 68.18 56.77 56.18 55.59 87.36 91.80
4 74.30 75.39 81.28 62.35 91.94 94.20
6 53.90 67.65 81.94 49.68 77.83 80.74

Avg. 66.28 69.75 78.95 57.31 88.85 91.52
Total Avg. 73.55 80.97 77.17 76.08 74.14 87.25
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Table 3: pAUC Results of Development Dataset (%)
Baseline LOF-mean LOF-var GMM-mean GMM-var Our best

MachineType MachineID (Submission 1) (Submission 2) (Submission 3)
ToyCar 1 68.40 82.58 70.16 79.81 63.16 83.59

2 77.72 92.63 81.56 89.67 62.84 93.49
3 55.21 76.46 60.57 69.44 51.39 78.82
4 68.97 98.46 81.25 96.12 59.84 98.97

Avg. 67.58 87.53 73.38 83.76 59.31 88.72
ToyConveyor 1 64.25 64.53 55.21 65.15 52.93 68.32

2 56.01 53.25 50.47 55.91 50.45 57.15
3 61.03 65.54 55.36 66.46 52.52 69.24

Avg. 60.43 61.11 53.68 62.51 51.97 64.90
fan 0 49.37 51.66 49.52 50.34 48.70 52.26

2 54.81 65.77 54.00 59.84 52.37 67.35
4 53.26 57.59 52.86 53.02 51.47 57.74
6 52.35 80.81 53.52 73.49 50.27 81.88

Avg. 52.45 63.96 52.47 59.18 50.70 64.81
pump 0 56.74 58.15 63.89 55.36 61.02 55.83

2 58.10 63.35 54.10 64.01 52.02 64.20
4 67.10 75.16 53.11 83.11 68.68 76.53
6 58.02 66.41 56.81 65.17 54.90 66.51

Avg. 59.99 65.77 56.98 66.91 59.16 65.77
slider 0 81.44 80.10 93.76 69.56 89.44 89.44

2 63.68 66.73 66.94 64.62 62.59 62.59
4 71.98 56.24 51.01 63.93 92.08 92.08
6 49.02 50.15 49.20 50.03 75.40 75.40

Avg. 66.53 63.30 65.23 62.03 79.88 79.88
valve 0 51.70 51.97 81.65 53.56 91.91 96.59

2 51.83 49.04 51.01 51.23 65.88 77.24
4 51.97 51.23 53.33 50.88 79.25 83.99
6 48.43 49.34 55.13 49.30 56.97 58.42

Avg. 50.98 50.39 60.28 51.24 73.50 79.06
Total Avg. 59.63 65.53 60.63 64.35 62.87 74.24
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