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ABSTRACT

In this technical report, we describe our system submitted to
DCASE2020 task 4. This task evaluates systems for the detection
of sound events in domestic environments using large-scale weakly
labeled data. To perform this task, we propose resdual convolu-
tional recurrent neural networks (CRNN) as our system and trained
by datasets including strong and weak labels. We also use mean-
teacher model based on confidence thresholding and smooth em-
bedding method. In addition, we also apply specaugment for the
labeled data shortage problem. Finally, we achieve better perfor-
mance than DCASE2020 baseline system.

1. INTRODUCTION

This paper presents our approach to DCASE 2020 task 4. The task
evaluates systems for the large-scale detection of sound events us-
ing weakly labeled data (without time boundaries). Sound Event
Detection (SED) [1, 2] is a particularly challenging task because
it consists of predicting not only possible event class but also their
start and end times (the onset and offset of sound events). Moreover,
recently it has attracted more and more attention because it can have
a large impact on many fields, including smart cities (monitoring
public security) and autonomous cars (abnormal sound detection)
etc.

The dataset consists of weakly labeled audio clips, unlabeled
in domain audio clips and unlabeled out domain audio clips taken
from Youtube videos excerpt from domestic context. This dataset is
a subset of Audioset [3] that consists of 10 classes of sound events:
Speech, Dog, Cat, Alarm, Dishes, Frying, Blender, Running Water,
Vacuum cleaner and Electric shaver. Each audio clip has a duration
of 10 seconds and can be assigned to one or more labels.

Many methods has been applied in the sound event detection
task, such as Gaussian Mixture Models (GMM), Hidden Markov
Models (HMM), non-negative matrix factorization (NMF) and
Deep Neural Network (DNN). Especially, convolutional neural net-
works that perform well in image recognition tasks also have good
results in sound event detection problems.

We propose convolutional recurrent neural network (CRNN) ar-
chitecture for sound event detection. Convolutional network can
integrate information from different time resolutions and similarly
to the multi-scale methods can capture both the fine-grained and
coarse-grained features of sound events. Moreover, RNN structure
followed the CNN can model the temporal dependencies including
fine-grained dependencies and long-term dependencies [4].

This paper is organized as follows, Section 2 introduces related
works. Section 3 shows selected methods. Section 4 shows experi-
mental results. Section 5 concludes and forecasts our work.

2. RELATED WORK

Many methods like mixture Gaussian models (GMMs), non-
negative matrix factorization (NMFs) and hidden Markov models
(HMMs) have been used to model sound events. However, the
emergence of deep learning has opened a new era in data mining
and analysis, and in particular in the field of artificial intelligence.
Deep neural networks have become the latest state-of-the-art in
many fields of application including classification and detection
tasks.

Recently, convolutional neural networks (CNNs) have achieved
state-of-the-art performance in image classification [5]. A CNN
consists of several convolutional layers followed by fully-connected
layers. Each convolutional layer consists of filters to convolve with
the output from the previous convolutional layer. In general, such
filters can capture local patterns in feature maps, such as edges in
lower layers and complex profiles in higher layers. In particular (af-
ter applying this to audio spectrograms) using such methods we can
analyze the visual representation of sound.

3. SELECTED METHODS

At the beginning the data was subjected to preprocessing. Audio
signal shorter than 10 seconds was padded with zero or minimal
value in the signal. A simple algorithm was applied to cut silence.
In general, we resample all audio files to 16 kHz and calculate fea-
tures, i.e. log-mel spectograms with the following parameters [6]:
STFT window size 512, hop length 882, number of mel-bins were
64, time duration 10 seconds. The window size of the two scales
for short-time Fourier transform was 4096.

Because the training dataset is not balanced by classes, and also
has a small enough size, two types of augmentation were applied to
the data: time stretch and pitch shifting.

Since training dataset is small and not class-balanced we ap-
plied several augmentations to the data. We applied time stretch
and pitch shift. We also used SpecAugment [7], a technique known
for data augmentation in speech recognition.

The configuration of CRNN is summarized in Table 1.
We apply batch normalization (BN) [8] after each convolutional

layer to stabilize training followed by a rectifier (ReLU) nonlinear-
ity. Then we apply the global max pooling (GMP) operation on the
feature maps of the last convolution layer to summarize the feature
maps to the vector. GMP can maximize information about the time
and frequency of sound events in the spectrogram, so this is invari-
ant for time or frequency shifts. Finally, a fully connected layer is
applied to the combined vector, followed by sigmoidal or softmax
nonlinearity to derive the probabilities of audio classes.

In post-processing stage median filter was applied to the mask
received from CRNN.



Detection and Classification of Acoustic Scenes and Events 2020 Challenge

Layer
Input: Log mel-band energy (625× 64)

Conv3D: 64 filters, 3× 3, BN, ReLU
MaxPool2D: 1x4

Conv3D: 64 filters, 3× 3, BN, ReLU
MaxPool2D: 1x4

Conv3D: 64 filters, 3× 3, BN, ReLU
MaxPool2D: 1x4

Bidirectional LSTM: 128 units
TimeDistributed, Dense with 128 units, ReLU

GlobalMaxPooling
Dense: 1024 units, ReLU
Dense: 1024 units, ReLU

Dense: 10 units, ReLU

Table 1: Neural network configuration.

Overall F1-score: 36.01%
Alarm bell ringing 46.9%

Blender 44.2%
Cat 45.1%

Dishes 22.3%
Dog 19.2%

Electric shaver toothbrush 40.8%
Frying 19.1%

Running water 26.6%
Speech 45.6%

Vacuum cleaner 50.3%

Table 2: F1-score results.

4. EXPERIMENT RESULTS

The results of audio tagging and weakly supervised sound event
detection are given in Table 2.

We use Adam optimizer [9] with a learning rate of 0.001. A
batch size of 64 is used to sufficiently use the GPU. We trained the
model for 100 iterations.

In evaluation, a F1-score of 18.6% is achieved using our system.

5. CONCLUSIONS

Convolutional neural networks work well in image recognition
tasks. However, considerable research is still needed to reliably
detect sound events in realistic soundscapes in which many sounds
are present.

Future work with unlabeled and unbalanced training data can
improve system performance.
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