In this technical report, we present the techniques and models applied to our submission for DCASE 2020 task 6: automated audio captioning. We aim to focus primarily on how to apply transformer methods efficiently to deal with large amount of audio data. Our experiments with the public DCASE2020 challenge task 6 Clotho evaluation data resulted in a SPIDEr of 0.1171, while the SPIDEr of the official baseline is 0.054.
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1. **INTRODUCTION**

The Detection and Classification of Acoustic Scenes and Events (DCASE) is a series of challenges aimed at developing sound classification and detection systems [1]. In this year, task 6 is automated audio captioning, the aim is the task of general audio content description using free text. For the detailed information about the dataset and the challenge, please refer [1].

2. **PROPOSED METHODS**

2.1. Feature extraction

The dataset for task 6 is Clotho dataset [2, 3]. No preprocessing step was applied in the presented frameworks. The acoustic features for the 44.1kHz original data used in this system consist of 128-dimensional log mel-band energy extracted in Hanning windows of size 2048 with 431 points overlap.

In order to prevent the system from overfitting on the small amount of development data, we added random white noise (before log operation) to the Mel spectrogram in each mini-batch during training. We also propose to introduce data augmentation by temporal-frequency shift. The temporal shift augmentation is a random shift of the signal by rolling the signal along the time axis. The frequency shift augmentation is a random roll in the range ±5% around the frequency axis in the Mel domain. A wrap-around both temporal-frequency shifts to preserve all information. Here ±5% wrap-around in frequency does not affect the sound much physically or perceptually, but can generate a lot of augmented data. One thing to note is that the frame-level labels of strongly annotated synthetic data also have to be shifted accordingly over the temporal shift.

2.2. Model architecture

The transformer [4] is employed for this task. The transformer is an encoder-decoder type of architecture which uses two different attention layers: encoder-decoder attention and self-attention. The input dimension of encoder is 128. The numbers of encoder and decoder stacks are both 6. The number of heads in multi-head attention is 8. The dimensions of key and value are both 64.

2.3. Submissions

For this challenge, We submitted 4 prediction results with different trained models.

- Shi_SFF_task6_1.output.csv: The SPIDEr on evaluation data was 0.106.
- Shi_SFF_task4_2.output.csv: The SPIDEr on evaluation data was 0.108.
- Shi_SFF_task4_3.output.csv: The SPIDEr on evaluation data was 0.117.
- Shi_SFF_task4_4.output.csv: The SPIDEr on evaluation data was 0.116.
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