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ABSTRACT

Our systems submitted to the DCASE2020 task 3: Sound Event
Localization and Detection (SELD) are described in this report. We
consider two systems: a single-stage system that solve sound event
localization (SEL) and sound event detection (SED) simultaneously,
and a two-stage system that first handles the SED and SEL tasks in-
dividually and later combines those results. As the single-stage sys-
tem, we propose a unified training framework that uses an activity-
coupled Cartesian DOA vector (ACCDOA) representation as a sin-
gle target for both the SED and SEL tasks. To efficiently estimate
sound event locations and activities, we further propose RD3Net,
which incorporates recurrent and convolution layers with dense skip
connections and dilation. To generalize the models, we apply three
data augmentation techniques: equalized mixture data augmenta-
tion (EMDA), rotation of first-order Ambisonic (FOA) singals, and
multichannel extension of SpecAugment. Our systems demonstrate
a significant improvement over the baseline system.

Index Terms— DCASE2020, Sound event localization and de-
tection, ACCDOA, RD3Net

1. INTRODUCTION

Sound event localization and detection (SELD) is the task of iden-
tifying both the direction of arrival (DOA) and the type of sound. A
number of methods have been tackling this challenging problem by
decomposing tasks into several subtasks: the estimation of the num-
ber of sources, DOA estimation, and sound event detection (SED).
Although this simplifies the SELD problem and therefore could im-
prove the performance of each task, it also increases system com-
plexity and computational cost. Here, we consider both the single-
and two-stage systems. The single-stage system solve both SED
and SEL task simultaneously using an activity-coupled Cartesian
DOA vector (ACCDOA) representation. ACCDOA assigns an au-
dio event activity to the length of a corresponding Cartesian DOA
vector. On the other hand, the two-stage system first handles the
SED as a frame wise classification problem and then combines with
the DOA estimation.

2. SYSTEM

In this section, we first give an overview of our two systems,
namely, the ACCDOA (single-stage) system and the two-stage sys-
tem. Then we explain the parts of our pipelines: the features, data
augmentation, network architecture, and loss function.
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Figure 1: Illustration of our ACCDOA system.

2.1. System overview

A schematic flow of the ACCDOA system is shown in Fig. 1. Two
data augmentation techniques are applied to input signals prior to
the feature extraction while one data augmentation technique ex-
ploiting multichannel information in the feature domain is per-
formed after the feature extraction. Finally, the network outputs
frame-wise ACCDOA vectors for 14 sound events. The magnitude
of the vectors corresponds to the probability of each sound event
activity while the direction of the vectors points toward the loca-
tion of each source. The model using the ACCDOA representation
is trained to minimize the distance between the estimated and the
target coordinates.

The two-stage system is inspired by the work in [1]. This is
characterized by three ideas: training only the SED branch, trans-
ferring a part of the network parameters from the SED branch to the
DOA estimation branch, and training the DOA estimation branch.
The data augmentation techniques, the features, and the network
used in the system are exactly the same as the ones in the ACC-
DOA system.
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2.2. Feature

Multichannel amplitude spectrograms and inter-channel phase
differences (IPDs) are used as frame-wise features. Here,
IPDt,f,p,q = 6 xt,f,p − 6 xt,f,q is computed from the short-
time Fourier transform (STFT) coefficients xt,f,p and xt,f,q , where
t, f, p, and q denote the time frame, the frequency bin, the micro-
phone channel p, and the channel q, respectively. We fix p = 0 to
compute relative IPDs between all the other channels, q. Since the
input consists of four channel signals, we can extract four amplitude
spectrograms, three IPDs.

2.3. Data augmentation

To promote the generalization of the model, we exploit the follow-
ing data augmentation techniques during the training.

• EMDA: As described in [2], we apply the equalized mix-
ture data augmentation (EMDA) method where up to two au-
dio events are mixed with random amplitudes, delays, and the
modulation of frequency characteristics, i.e. equalization.

• Rotation: We also adopt the spatial augmentation method
in [3]. It rotates the training data represented in the first
order Ambisonic (FOA) format and allows us to increase
the numbers of DOA labels without losing the physical re-
lationships between steering vectors and observations. We
consider eight rotation patterns for azimuth φ and eleva-
tion θ: (φ′, θ′) = (φ, θ), (−φ, θ), (φ + π, θ), (−φ +
π, θ), (φ,−θ), (−φ,−θ), (φ+ π,−θ), (−φ+ π,−θ).

• Multichannel SpecAugment: We propose a multichannel ver-
sion of SpecAugment in [4, 5] to make the most of the chan-
nel dimension. In addition to the time-frequency hard masking
masking schemes for amplitude spectrograms, we also extend
it to the channel dimension. The target bin for the channel
masking, c0, is chosen from [0, C) where C denotes the num-
ber of microphone channels. For the IPD features, instead of
multiplying a mask value by the original value, the original
values are replaced with random values, where the values are
sampled from a uniform distribution ranging from 0 to 2π.

2.4. Network architecture

As the network architecture, we adopt the MMDenseLSTM archi-
tecture, which has shown the state-of-the-art performance in mu-
sic source separation [6]. The adaptation to the SELD problem in-
cludes four modifications. First, we omit dense blocks in the up-
sampling path because high frame-rate prediction is not necessary
for the SELD problem. Second, we replace the LSTM cells with
the GRU cells existing only in the bottleneck part. Third, the batch
normalization is replaced with the network deconvolution [7]. Fi-
nally, we employ dilated convolutions in the dense blocks as cov-
ering a large input field is shown to be effective [2]. In each dense
block, the dilation factor of the initial convolution is set to one, and
it doubles every time the next convolution is applied, as applied in
WaveNet [8]. We call this architecture RD3Net; the architecture is
illustrated in Figure 2.

2.5. Loss function

In the ACCDOA system, we solve the multi-output regression with
a mean square error (MSE) loss. In the other system using the two-
stage training scheme, we use a binary cross entropy (BCE) for the
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Figure 2: Illustration of RD3Net architecture.

Table 1: Ensemble configuration.

Name # of models Base system

Ensemble 1 4 ACCDOA w/ RD3Net ×3
Two-stage w/ RD3Net

Ensemble 2 5 ACCDOA w/ RD3Net ×3
Two-stage w/ RD3Net, CRNN

Ensemble 3 5 ACCDOA w/ RD3Net ×3
Two-stage w/ RD3Net ×2

SED classification task and a masked MSE for the DOA regression
task [1]. The latter is based on an MSE masked with the ground
truth activations of each class, hence not contributing to the training
when the corresponding sound event is not active.

2.6. Post-processing

During the inference, we split the 60 seconds inputs into shorter
segments with overlap, process each segment, and average the re-
sults of overlapped frames. To further improve the performance, we
conduct a post-processing with the following procedure: rotating
the FOA data, estimating the ACCDOA vectors, rotating the vec-
tors back, and averaging the vectors of different rotation patterns.
Similar to section 2.3, we consider eight rotations.

2.7. Model ensemble

It is well known that averaging outputs of several models trained
with different conditions such as initial parameters, stopping itera-
tion, input features and model architectures often provides an im-
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Table 2: SELD performance of our systems evaluated using joint localization/detection metrics for the development set.

Validation split Testing split
Submission label System LECD LRCD ER20◦ F20◦ LECD LRCD ER20◦ F20◦

- Baseline FOA 23.5◦ 62.0 0.72 37.7 22.8◦ 60.7 0.72 37.4
- ACCDOA w/ CRNN 7.8◦ 79.9 0.34 77.2 8.9◦ 73.8 0.40 70.5
- Two-stage w/ RD3Net 8.6◦ 86.2 0.29 80.4 9.7◦ 78.2 0.38 73.0
Shimada SONY task3 1 ACCDOA w/ RD3Net 7.0◦ 87.0 0.24 84.4 7.9◦ 80.5 0.32 76.8

Shimada SONY task3 2 Ensemble 1 6.3◦ 90.0 0.20 87.6 7.5◦ 82.9 0.29 79.4
Shimada SONY task3 3 Ensemble 2 6.3◦ 90.6 0.18 88.0 7.6◦ 83.7 0.28 79.9
Shimada SONY task3 4 Ensemble 3 6.4◦ 90.6 0.18 88.0 7.5◦ 83.5 0.29 80.0

Table 3: SELD performance without and with polyphony for the
development set.

Testing split
ACCDOA w/ RD3Net LECD LRCD ER20◦ F20◦

Without polyphony 6.7◦ 83.1 0.25 81.3
With polyphony 8.6◦ 79.0 0.36 74.3

provement over the individual models. Here, we perform the model
ensemble by averaging the outputs with weights. The weights are
assigned to each class and model, thus the dimension of weights is
N ×M , where N is the number of class and M is the number of
models. The weights are estimated by the stochastic gradient decent
on the validation set.

The systems used for the ensemble is shown in Table 1. Here,
CRNN means the convolutional recurrent neural network architec-
ture used in [1]. Some of the models use PCEN [9] with and without
mel filter, cosIPDs, and sinIPDs [10] as input features, instead of the
amplitude spectrograms and IPDs.

3. EXPERIMENTAL EVALUATION

In this section, we show the experimental results of our systems on
the development dataset.

3.1. Experimental settings

We evaluated our approach on the development set of TAU Spa-
tial Sound Events 2020 - Ambisonic using the suggested setup [11].
In the setup, four metrics were used for the evaluation [12]. The
first was the localization error LECD , which expresses the average
angular distance between predictions and references of the same
class. The second was a simple localization recall metric LRCD

that expresses the true positive rate of how many of these localiza-
tion estimates were detected in a class out of the total number of
class instances. The next two metrics were the location-dependent
error rate (ER20◦ ) and F-score (F20◦ ), considering that true posi-
tives were predicted only under a distance threshold of 20◦ from the
reference.

The sampling frequency was used at 24 kHz in our systems.
STFT was applied with configurations of 20 ms frame length and
10 ms frame hop. The input frame length is 1,024 frames. In the
inference, the frame shift length is 20 frames. We use a batch size
of 32. Each training sample was generated on-the-fly [13]. The
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Figure 3: Visualization of SELD output for ACCDOA w/ RD3Net.

learning rate was set to 0.001 and the decay is 0.9 times for every
20,000 iteration. We used Adam optimizer with a weight decay
of 10−6.

All final submitted systems were trained on the fold 3, 4, 5 and
6 of the dataset except the ”Shimada SONY task3 4” where one of
the two-stage model in the ensemble was trained on the fold 1, 3, 4,
5 and 6. The the fold 2 is used for the validation set.

3.2. Experimental results

Table 2 shows the performance with the development set for our
systems. As shown in the table, our systems outperformed the base-
line for each metric by a large margin. We compared the perfor-
mances of RD3Net and CRNN used in [1] with ACCDOA system.
The results show significant improvements over CRNN in all met-
rics, demonstrating the advantage of RD3Net. We also compared
the performances of the ACCDOA system and two-stage system.
The ACCDOA system showed 2.3 points higher LRCD from the
two-stage in the testing split, while the ACCDOA system improved
F20◦ by 3.8 points. This suggests that the the ACCDOA system is
more effective in the location-aware detection. Model ensemble im-
proved F20◦ by 3.2 points from the single model in the testing split.
Table 3 shows the performances of the ACCDOA system ”Shi-
mada SONY task3 1” on recordings without and with polyphony.
We observed that the performance on recordings without polyphony
is better than with polyphony.

An example of the proposed ACCDOA system output from the
test split is visuarized in Fig. 3. Each event class is represented by
a unique color. We can observe that our system performs joint de-
tection, localization, and tracking of dynamic sources successfully
in the recording.
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4. CONCLUSION

We presented our approach to DCASE2020 task 3, Sound Event Lo-
calization and Detection. Our systems use the ACCDOA represen-
tation to solve both SED and SEL tasks in a unified manner. More-
over, we proposed an efficient network architecture called RD3Net.
Our systems showed superior performance over the baselines with a
single model. Furthermore, we observed further improvement with
an ensemble of the ACCDOA and two-stage systems.
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