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ABSTRACT 

I have confirmed the effectiveness of anomaly detection using the 
middle layer of the CNN-classification model. The model is 3-
level classification model using 3 different normal datasets (nor-
mal data, normal data with noise, and a different type of normal 
data). The abnormality is defined for the distance from the normal 
data outputs area in latent space of the middle layer of the CNN-
classification model. For characterizing the region occupied by 
normal data, clustering with a mixed Gaussian model. Though the 
average scores of the CNN model were below the AE-baselines, 
some tasks better scores than the baselines. So I tried ensembling 
the CNN model and the AE model. 
Index Terms— CNN, KNN, GMM, AE 

1. INTRODUCTION 

In this technical report, the model was trained using ToyADMOS 
and MIMII Dataset [1], [2], [3].  
Unsupervised anomaly detection is expected to have the ability to 
detect unknown anomalies, however, the accuracy of detection 
tends not to be high when there are not enough “normal data”. 
For example, AE learns the latent space of normal data and out-
puts the degree of abnormality as a reproduction error, but since 
the model can only learn normal data during training,  the model 
tends to regard as the abnormal one the data that is not related to 
any abnormalities.To avoid this, I created a CNN-based model 
that classifies 3 normal data (normal data, normal data with ran-
dom noise, and different type of normal data).  
By using latent space of the CNN model, We can use the infor-
mation that does not exist at the time of learning and is not re-
lated to any abnormalities. In creating the CNN-based model, I 
referred to the model that used the intermediate output of CNN 
[4]. 

2. THREE NORMAL DATASETS 

This section describes the three data sets to be input. 
The first is the target normal data (fan_id_00). The second is 
the data with random noise in the Hz axis direction (Figure 
1). The third is the another normal data (pump_id_00). 
 

As an example, the model inputs for fan_id_00 are:  
・ Fan_id_00 normal data 
・ Fan_id_00 normal data + random noise  
・ Normal data of another data type (pump_id_00, etc.) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1: Example of the data with random noise in the Hz axis 
direction. (The figure below is the one with noise added to the 
figure above.) 

3. CNN MODEL CONFIGURATION 

This section describes the configuration of the CNN model. (Fig-
ure 2) The input data is the wav data converted into log mel spec-
trogram and reshaped into two-dimensional data of (224, 224). 
There are three types of input data: normal data set, data set with 
noise added to normal data, and data set of different type from 
normal data. Input it to the 2d-CNN model and perform ternary 
classification. 
Input test data to the trained model and take out the output of the 
hidden layer. It is expected that the output can be classified into 
three clusters, which is the number of types of input data. 
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Then, the distance between the point group of the training normal 
data and the point of the test data is calculated by KNN. If the test 
data is abnormal data, the distance is expected to be large. 
 

 
 
Figure 2: The CNN model structure (hidden layer, dense_2, is the 
layer for KNN) 

4. USE OF GAUSSIAN MIXTURE DISTRIBUTION 

The output of the CNN middle layer of normal data tends to have 
high variance. This is probably because the training normal data 
contains noise and data close to other types of data. In the case 
that the variance is high, the accuracy is not stable, so the output 
of the CNN hidden layer was clustered with a Gaussian mixture 
model. (The number of kernels is fixed at 2) By using a cluster 
with a large number of data as normal data for KNN, the variance 
was low, the accuracy was stable, and the accuracy was high on 
average. The number of kernels is fixed at 2 so as not to improve 
the accuracy by judging the distribution of test data. 

5. ENSEMBLE WITH AUTO-ENCODER 

As a result of checking AUC and pAUC in the development da-
taset for the CNN model, it was found that there are valid data 
and invalid data. Therefore, for the test data, we output the de-
gree of the abnormality for each model, and summed up a fixed 
ratio for all the data. As a result, validation on the development 
data resulted in an average improvement in pAUC compared to 
the baseline. 

6. RESULTS 

The test result of the development data set is described. (Figure 3) 
the average scores of the CNN model were below the AE-
baselines, some tasks better scores than the baselines. 

 
 
Figure 3: The test result of the development data set (the CNN 
model is “CNN”, and AE-baseline model is “base”.) 
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