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ABSTRACT 

This technical report describes our submission for task1a (Acous-

tic Scene Classification with Multiple Devices) of the DCASE 

2020 Challenge. The results of the DCASE 2019 show that the 

convolution neural networks (CNNs) can acquire excellent clas-

sification accuracies. Our work will still be based on the convolu-

tion neural networks. We consider two feature extraction methods 

that are provided by OpenL3 library. Finally, our method im-

proves the accuracy of classification by 2% as compared to the 

baseline system. 

Index Terms— DCASE 2020, convolution neural net-

work (CNN), acoustic scene classification 

 

1. INTRODUCTION 

Sound contains a lot of information [1]. We can judge the source 

of sound by the sound we receive, so as to judge different acoustic 

scenes and acoustic events. With the rapid development of artifi-

cial intelligence, machines can also replace us to make the above 

judgments with high accuracy. 

The DCASE challenge focuses on acoustic scene recognition 

and classification. This year the challenge is divided into six dif-

ferent tasks. Task 1 remains focusing on the classification of 

acoustic scenes. There are 2 subtasks in task 1. In the subtask 1a, 

the development set contains data from 10 cities and 9 devices: 3 

real devices and 6 simulated devices. 

So far, the development of CNN has been relatively mature, 

and it has been widely used in computer vision, with outstanding 

advantages in speech recognition and image processing [2-4].  Our 

work is still based on the convolutional neural network. In this re-

port, we describe the feature extraction methods and CNN struc-

tures used to get our submissions. 

 

2. DATA PERPROCESSING 

In this section, we will describe the method of data preprocessing. 

We use OpenL3 library for audio embedding. The size of analysis 

window is 1 second, and size of hop are set to 100ms and 50ms in 

turn to get different information about the audio. The embedding 

size is 512, and the input representation is Mel spectrum with 256 

frequency banks. 

3. NETWORK STRUCTURE 

A conventional CNN consists of several convolutional layers, and 

each layer contains filters to convolve with the output from the 

previous layer. The filters can capture local patterns of the input 

feature maps. It also includes pooling layers and dropout layers to 

prevent model overfitting, and the last layers of the network usu-

ally consist of a full connection layer. 

The architecture of the CNN we use is adapted from the base-

line system. We adopt three kinds of CNNs with different depths: 

two 3-layer CNNs and a 7-layer CNN. Figures 1-3 summary the 

network structure in this report.  

The network structure “N1” is inspired by baseline system. It 

consists of two convolutional layers with kernel size of 2*2 to ex-

tract more detailed information, and the number of filters per layer 

is 32 and 64 to get more features, the pooling layer adopts 5*5 

max-pooling and 4*100 max-pooling to get different sensory 

Figure 1 Network structure “N1”. 

Figure 2 Network structure of “N2”. 
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fields. After each pooling layer, there is a drop out layer to prevent 

model overfitting, and the rate of dropout is 0.5. The hop size of 

input data is 50ms to get more features. The output size of full 

connected layer is 512.  
The network structure “N2” is inspired by baseline system 

too. It consists of two convolutional layers with kernel size of 3*3 

to extract more detailed information, and the number of filters per 

layer is 32 and 64 to get more features, the pooling layer adopts 

5*5 max-pooling and 4*100 max-pooling to get different sensory 

fields. After each pooling layer, there is a drop out layer to prevent 

model overfitting, and the rate of dropout is 0.3. The hop size of 

input data is 100ms which is the same as baseline system. The out-

put size of full connected layer is 512. 

The network structure “N3” is inspired by Q. Kong’s network 

[5]. It consists of six convolutional layers with kernel size of 2*2 

to extract more detailed information, and the number of filters per 

layer is 32, 64, 64, 128, 128 and 256 to get more features. Each 

two layers of convolution is followed by a pooling layer and the 

pooling mode is 2*2 max-pooling ,2*2 max-pooling and global-

average-pooling. After each pooling layer, there is a drop out 

layer to prevent model overfitting, and the rate of dropout is 0.5. 

The hop size of input data is 50ms to get more features. The output 

size of full connected layer is 512. 

For all the above models, the data is activated by the ReLU 

function.  Batch normalization is included in all the models to ac-

celerate the learning process and improve the baseline level by reg-

ularization terms [6]. Batch normalization can also prevent over-

fitting. Moreover, padding is consistently used in all the models to 

make the input and output with the same dimensions. In the judg-

ment layer, the audio is classified into 10 acoustic scenes by soft-

max, because of its outstanding performance in multi-class classi-

fication tasks.  

4. EXPERIMENTS 

4.1. Datasets 

The development set contains data from 10 cities. The total 

amount of audio in the development set is 40 hours. The 

development set contains data from 10 cities and 9 devices: 3 real 

devices (A, B, C) and 6 simulated devices (S1-S6). Data from de-

vices B, C and S1-S6 consists of randomly selected segments 

from the simultaneous recordings, therefore all overlap with the 

data from device A, but not necessarily with each other. The total 

amount of audio in the development set is 64 hours. 

The dataset is provided with a training/test split in which 70% 

of the data for each device is included for training, 30% for testing. 

In ‘eval’ mode, all development sets are used for training the 

model, and there is a special evaluation set for model evaluation. 

Some devices appear only in the test subset. In order to create a 

perfectly balanced test set, a number of segments from various de-

vices are not included in this split.  

4.2. Train Procedure 

After audio preprocessing, the data will be sent to convolutional 

neural network for learning. After each development data set is 

learned, the test set is used for model assessment. In the process 

of assessment, the loss function adopts categorical cross entropy. 

After the assessment is completed, the next round of learning 

takes place. The optimizer uses Adam algorithm, whose learning 

rate and batch size are set to 0.001 and 16. And model perfor-

mance after each epoch is evaluated on the validation set, and best 

performing model is selected. 

5. RESULTS 

Table 1 shows the output results of the above three CNNs, from 

which we can see that “N1” and “N2” have outperformed the base-

line system by about 2% and 1%, respectively. The result of “N3” 

in ‘dev’ mode is slightly worse than baseline. 

Based on the comprehensive model architecture and testing 

results, it appears that both smaller convolution kernel and smaller 

hop size can help to extract more audio information. Global aver-

age pooling shows better performance and the dropout rate has a 

great influence on the classification accuracies. 

Table 1 : Classification accuracies of different models 

Network structure Classification accuracy 

“N1” 0.574 

“N2” 0.561 

“N3” 0.537 

Baseline 0.554 

 

6. CONCLUSIONS 

In this report, we have introduced audio preprocessing, CNN 

structures and training process in our submission. Although the 

proposed model is simple, it can still improve the accuracy of 

acoustic scene classification to some extent. 
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