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ABSTRACT 

This report describes a method for Task 1b (Low-Complexity 
Acoustic Scene Classification) of the DCASE 2020 challenge, 
which targets low complexity solutions for the classification prob-
lem. The proposed model has five residual block with average 
pooling. To improve the performance of the proposed system, bin-
aural features from the dataset are used, and with Log Mel Spec-

trogram, mix-up data augmentation. To reduce system complexity, 
the proposed method uses Post Training Static Quantization and 
Prune methods, Post Training Static Quantization are used to do 
the 8-bits quantization, this method can reduce the model size by 
four times. Pruning can reduce redundant weights by prune the 
low weights, the process allows only a small part of the original 
weight parameters performance close to the original network. The 
accuracy of the method proposed in this report on the develop-

ment data set is 92.9%, which is 5.6% higher than the baseline, 
but 81% lower than the baseline model. 

Index Terms— Low-Complexity Acoustic Scene Clas-

sification, ResNet, Post Training Static Quantization, Prune. 

1. INTRODUCTION 

In daily life, sound carries a lot of information, which can be used 
to judge the surrounding scene (acoustic scene). In recent years, 
deep neural networks have out performance other systems in many 
machine learning tasks [1]. Including acoustic scene classification 
and acoustic event recognition. The performance of  computer in 
such tasks is constantly improving, even better than the human ear 

recognition [2]. The development of algorithms that use computers 
to automatically extract acoustic scene information has great po-
tential in a variety of applications. For example, searching multi-
media based on audio content, making context-aware mobile de-
vices, intelligent monitoring systems that can sense hearing, robot 
hearing, unmanned cars. 

Queen Mary University of London (QMUL) organized the 
first DCASE (Challenge on Detection and Classification of Acous-
tic Scenes and Events) challenge in 2013 [3], paving the way for 

sound detection classifier performance evaluation. The DCASE 
Challenge aims to expand the most advanced technical sound 
scene and event analysis methods, 

In this year’s DCASE2020 challenge, Task1b targets low 
complexity solutions for the classification problem in term of 
model size for the first time. 

The models of deep neural network need a large number of 
weights [4], hence need large storage and memory bandwidth. 
This makes it difficult to deploy these models on mobile systems 
and embedded systems which have limited hardware resources. 
Firstly, different applications are updated through different app 
stores for many mobile-first companies, and these applications are 
very sensitive to the size of the binary files. Therefore, the feature 

of increasing the binary size by 100MB will be more scrutinized 
than the feature of increasing it by 10MB. Less network bandwidth, 
real-time processing, and greater storage overhead make deep neu-
ral networks difficult to integrate into mobile applications. Sec-
ondly, many memory bandwidths to get weights is required to run-
ning large neural networks, and a lot of calculations to do dot prod-
ucts which in turn consumes a lot of energy. Mobile devices have 
limited battery capacity, so power hungry applications such as 

deep neural networks are difficult to deploy. 
So to run inference of these large networks on mobile devices 

and embedded systems, the requirements of the storage and energy 
requirements have been reduced [5]. 

Neural network has redundancy parameterization. There is 
significant redundancy in neural networks of many depths. In fact, 
Denil and his team, has shown that using only a small part (5%) of 
the weights is sufficient to predict the remaining weights [6]. The 

paper also proposes that these remaining weights can even be left 
unattended. That is to say, training only a small part of the original 
weight parameters may reach the performance of the original net-
work similar to or even exceed the original network. 

In this report, in order to improve the classification accuracy 
of the system, our method extracts binaural features from the da-
taset, and uses Log Mel Spectrogram to process features, then us-
ing Mix-up to do the data augmentation [7]. To compress system 

complexity, this report use Post Training Static Quantization and 
Prune methods. Post Training Static Quantization and Prune is 
used to slim the models. Post Training Static Quantization are used 
to do the 8-bits quantization aim at reduce the model size by four 
times [8]. Prune proposed to trim the channels with smaller input 
weights in trained ResNet, and then fine-tune the network to re-
store accuracy [9]. This method can remove some redundant pa-
rameters and reduce the size of the network model when the accu-

racy loss is very small. Experiments show that the accuracy of this 
report is 5.6% higher than baseline, and the model complexity is 
lower than baseline. 
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2. DATA PREPROCESSING 

This section describes the methods about signal processing and 
data augmentation that this report to transform the audio sample 
into acoustic features. 

2.1. Acoustic Feature 

The audio in the dataset is binaural audio samples, so this report 
extracts the left and right channels to process the audio. And this 
report use Log Mel spectrogram as audio feature. When extracting 
features from audio, Log Mel spectrogram is generally used com-
pared to MFCC, wavelet, Log Mel has better performance [10]. 

The audio of the dataset is provided in binaural, 48000Hz 24-
bit format. Every audio sample is firstly resampled to 44100Hz, 
this report use 2018 sample windows and the hop-size of 1536 

sample to divided an audio sample into 280 frames. This report 
use 2 channels and 256 mel_bins, so the Log Mel spectrogram in 
the shape of (280, 256, 2). 

2.2. Data Augmentation 

This report use Mix-up to enhance the data. Mix-up is an uncon-
ventional data enhancement method, a simple data enhancement 
principle that has nothing to do with data [11]. It uses linear inter-
polation to construct new training samples and labels. The final 

treatment of the label is shown in the following formula: 

�̃� = λ𝑥𝑖 + (1− 𝜆)𝑥𝑗                   (1) 

�̃� = λ𝑦𝑖 + (1− 𝜆)𝑦𝑗                   (2) 

(𝑥𝑖 , 𝑦𝑖) and (𝑥𝑗 , 𝑦𝑗) are two samples randomly selected from 

the training data. where 𝑥𝑖, 𝑥𝑗 are raw input vectors, and 𝑦𝑖, 𝑦𝑗 

are one-hot label encodings. The λ follows the beta distribution. 

λ~Beta(α, α). As α increases, the training error of the network 

will increase, and its generalization ability will increase accord-

ingly. And when α → ∞, the model will degenerate into the orig-

inal training strategy. 

3. METHOD 

This section introduces the methods used to reduce the network 
model. This report use ResNet model [12], extracts the two chan-

nels to process the audio, uses Log-Mel spectrogram as audio fea-
ture. Mix-up is used to do data augmentation. Post Training Static 
Quantization and Prune methods are used to compress system 
complexity. 

3.1. Network Structure 

The network we used was ResNet network proposed by Khaled, 
the input of the network is 5*5, the stride is 2, and then has five 
residual block and an average pooling, the output to do the Soft-
Max [13]. Residual block 1-4 is 128 channels, residual block 5 is 

256 channels, with 2*2 max pooling. 
 

 

Figure 1: Network Structure of ResNet 

3.2. Post Training Static Quantization 

Quantization [14] usually uses this method, this method quantifies 
the weight in advance, Post Training quantization is usually used 
for CNN [15]. The process of post training static quantification is: 
First, prepare the model and specify the activation values to be 
quantized and dequantized. The model cannot be reused. Convert 

operations that need to be quantified again into modules. Then 
fuse the operations and choose the configuration of the quantiza-
tion methods. Finally use Pytorch function to quantify the model. 

Post Training Static Quantization are used to do the 8-bits 
quantization, this method can reduce the model size by four times. 
This model’s total size is 83.46KB, and baseline’s model total size 
is 450KB, model size of this report is much smaller than the base-
line model size. 

3.3. Pruning of network 

This report also uses Prune to reduce the model size, which pro-
poses to trim the channels with smaller input weights in trained 
ResNet, and then fine-tune the network to restore accuracy [16]. 
Before training, introduce sparsity by randomly deactivating the 
input-output channel connections on the convolutional layer, 
which also produces a smaller network with a moderate loss of 
accuracy.  

For each channel, a scaling factor γ is introduced and then 
multiplied by the output of the channel. Then jointly train the net-
work weights and these scaling factors, and finally remove the 
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channels with small scaling factors directly to fine-tune the 
pruned network. In particular, the objective function is defined as: 

L = ∑ 𝑙(𝑓(𝑥,𝑊), 𝑦) + 𝜆∑ 𝑔(𝛾)𝛾∈Γ(𝑥,𝑦)             (3) 

Where (x, y)  represents training data and labels, W  is a 

trainable parameter of the network, and the first term is the train-

ing loss function of CNN. g(. ) is the multiplication term on the 

scaling factor, and λ is the balance factor of the two terms. In the 

experiment process, g(s) = |s|, which is L1 regularization, is 

also widely used in sparseness.  
The output of each layer of ResNet will be used as the input 

of subsequent layers, and batch normalization layer is before the 
convolution layer. In this case, the thinning is obtained at the input 
end of the layer, and one layer selectively accepts all the subset of 
channels is used for the next convolution operation. In order to 
save parameters and running time during testing, a channel selec-
tion layer needs to be placed to identify important channels. Then 
retrain the model, can get a low complexity network. 
 

4. EXPERIMENTS AND RESULTS 

4.1. Audio Dataset 

The dataset that this report uses is TAU Urban Acoustic Scenes 
2020 3 Class [17]. The development dataset was collected by 
Tampere University of Technology. The total amount of audio in 
the development set is 40 hours, it contains ten different acoustic 
scenes form 10 European cities. The ten acoustic scenes are 
grouped into three major classes, they are Indoor scenes, Outdoor 
sense and Transportation related scenes. The development dataset 

has been divided into 14400 segments, there are 9185 segments 
in the training part, and 4185 segments in the testing part. The 
evaluation set contain data from 12 cities (2 cities unseen in the 
development set). Evaluation data contains 30 hours of audio. 
 

 

Figure 2: Three classes of the dataset 

4.2. Baseline Result 

In subtask B, the baseline system is similar to DCASE2019 base-
line. The system implements a convolutional neural network 
(CNN) based approach. Log Mel-band energies are first extracted 
for each 10-second signal, and a network consisting of two CNN 

layers and one fully connected layer is trained to assign scene la-
bels to the audio signals. The model size of the system is 450 KB. 

4.3. Task1b Result 

This section compares the baseline model and this report model. 

4.3.1.  Model Size 

Compared with baseline model, the model of this report is 

much smaller than the model of baseline, which saves more 
memory. The total size of the baseline is 450KB, the total 

size of the ResNet is 331KB before quantization, after 8bit-

quantization, the total size is 83KB.  

 

 

Figure 3: Total size of the models 

4.3.2.  Accuracy 

The accuracy of the method proposed in this report on the 

development data set is 92.9%, which is 5.6% higher than 
the baseline. The accuracy of transportation is best. and the 

accuracy of the indoor is relatively lower than others. 

 

  

Figure 4: Accuracy of baseline and proposed best 

5. CONCLUSION 

This report concludes the methods for DCASE task1b. This report 
use ResNet model, extracts the two channels to process the audio, 
uses Log-Mel spectrogram as audio feature. Mix-up is used to do 
data augmentation. By use Post Training Static Quantization and 
Prune methods can reduce the model size, and almost no loss of 
accuracy. This Low-Complexity Acoustic Scene Classification is 
suit for mobile systems and embedded systems which have limited 
hardware resources. 
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