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ABSTRACT 

In this report, we propose our anomalous sounds detection neu-
ral network for the DCASE 2020 challenge’s Task 2 (Unsuper-
vised Detection of Anomalous Sounds for Machine Condition 
Monitoring) [1] [2]. The main challenge of this task is to detect 
unknown anomalous sounds under the condition that only nor-
mal sound samples have been provided as training data. We 
propose a metric learning model based on additive angular 
margin loss (ArcFace) [3]. In order to learn the embedding 
efficiently, a CNN architecture based on MobileFaceNets [4] is 
employed. 

Index Terms— DCASE2020, anomalous sounds de-
tection, metric learning, ArcFace, MobileFaceNets 

1. INTRODUCTION 

Since the main challenge of this task is that only normal sound 
samples have been provided for training, anomalous sounds 
features could not be learned through a supervised two-class 
classification solution. In [5], the set of anomalous sounds are 
considered as the complementary set of normal sounds and simu-
lated anomalous sounds. Inspired by this assumption, we consid-
er the sounds that are not similar to the observed normal sounds 
as anomaly.  
In this task, we train a machine ID classifier for each machine 
type’s sound, which tries to identify each machine ID under a 
certain machine type. The classification head is abandoned in the 
final anomaly score calculation procedure and the reset Mo-
bileFaceNets based feature extractor part is used for measuring 
cosine similarity in embedded space.  

1.1. DCASE 2020 Task2 Dataset 

The data used for this task comprises parts of ToyADMOS [6] 
and the MIMII Dataset [7] consisting of the normal/anomalous 
operating sounds of six types of toy/real machines. Each re-
cording is a single-channel (approximately) 10-sec length audio 
sampled at 16,000 Hz that includes both a target machine's 
operating sound and environmental noise. The environmental 
noise samples were recorded in several real factory environ-
ments. All the training data (normal) in development dataset and 
additional training dataset is used for training our models, and 
the performance is evaluated by using the test data in develop-
ment dataset.  

 

 
 

1.2. Audio preprocessing 

Follow [8], we load the audio clips with their raw sampling rate 
(16,000 Hz), and the spectrogram is adopted through a Short-
Time Fourier Transform (STFT). We use librosa package [9] to 
apply STFT, the length of the window (nFFT) is 2046, the hop 
length is 512, so the height of the spectrogram is 1024 (1 + 
nFFT/2). Then we split the spectrogram into 32 columns for all 
data and finally a standardization is applied for data normaliza-
tion. 

2. PROPOSED SOLUTIONS 

2.1. ArcFace Loss 

We use ArcFace loss to obtain discriminative embedding features. 
ArcFace achieved state-of-the art performance in face verifica-
tion/recognition task, we found that it is also powerful in sound 
recognition task. The loss function of ArcFace is formulated as: 

 
ArcFace loss has two hyper-parameter: m and s. In this task, we 
fix the margin parameter m=0.05 and the re-scale factor s=30, 
respectively. 
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Figure 1: Audio preprocessing 
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2.2. Network Architectures 

We use the residual bottlenecks proposed in MobileNetV2 [10] 
as our main building blocks and a deeper network based on 
MobileFaceNet is used. Follow [4], we use PReLU [11] as the 
non-linearity and the embedding feature dimension is set to 128. 
In this task, we tried two networks, in our network 1, the net-
work’s input shape is (1024×32×1), which is the output shape of 
the audio preprocessing discussed in chapter 1.2. In network 2, 
we fold up the audio preprocessing results along the frequency 
axis to 4 channels, so the input shape is (256×32×4), and a 
Squeeze-and-Excite [12] block is inserted after the first 3x3 
convolutional layer. The detailed structure of our networks are 
shown in Table 1 and Table 2. The column t refers to the expan-
sion factor, c refers to output channels, n refers to the number of 
repetitions, s refers to stride.  
 

Input Operator t c n s 
1024×32×1 conv3x3 - 64 1 2 
512×16×64 depthwise conv3x3 - 64 1 1 
512×16×64 bottleneck 2 64 5 2 
256×8×64 bottleneck 4 128 1 2 
128×4×128 bottleneck 2 128 6 2 
64×2×128 bottleneck 4 128 1 2 
32×1×128 bottleneck 2 128 2 1 
32×1×128 conv1x1 - 512 1 1 
32×1×512 linear GDConv32x1 - 512 1 1 
1×1×512 linear conv1x1 - 128 1 1 

Table 1: Architecture of network 1 

 
Input Operator t c n s 

256×32×4 conv3x3 - 128 1 2 
128×16×4 squeeze-and-excite - 128 1 - 

128×16×64 depthwise conv3x3 - 128 1 1 
128×16×64 bottleneck 2 128 5 2 
64×8×128 bottleneck 4 256 1 2 
32×4×256 bottleneck 2 256 6 2 
16×2×256 bottleneck 4 256 1 2 
8×1×256 bottleneck 2 256 2 1 
8×1×256 conv1x1 - 512 1 1 
8×1×512 linear GDConv8x1 - 512 1 1 
1×1×512 linear conv1x1 - 128 1 1 

Table 2: Architecture of network 2. 

 
Our network 1 use 1.02 million parameters and network 2 use 
3.53 million parameters. 
 

2.3. Training 

We train our models on a single NVIDIA GTX1080Ti GPU. We 
use SGD to optimize models and learning rate is scheduled by a 
cosine annealing strategy [13]. The initial learning rate is set to 
0.05 and 10 epochs for one cycle. We train our network from 
scratch without using any pre-trained model. All the hyper-
parameters is summarized in Table 3. 
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Figure 2: (a) We train machine ID classifier for each machine type. For example, we use the training data of all fan's IDs to train 
our fan ID classifier.  (b) To calculate fan ID 01 test sample’s anomaly score, the test sample’s embedding is compared with all 
the fan ID 01’s embedding of training data. We average the most similar K results as the similarity score. The final anomaly is 
calculated by “1-similarity score”. 

(b) Testing 
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Parameters for signal processing 
Sampling rate 16,000 Hz 
FFT length 2046 pts 
FFT hop length 512 pts 
ArcFace loss parameters 
Margin Parameter (m) 0.05 
Re-scale factor (s) 30 
Cosine annealing strategy 
Initial learning rate 0.05 
Epochs of one cycle 10 
Other parameters 
Batch size 48 
K (for embedding’s similarity calculation)  10 

Table 3: Summarization of hyper-parameters 

3. EVALUATION RESULT 

3.1. Evaluation Method 

This task is evaluated with the area under the receiver operating 
characteristic (ROC) curve (AUC) and the partial-AUC (pAUC). 
The pAUC is calculated as the AUC over a low false-positive-
rate (FPR) range [0, p]. In this task, p=0.1 is used. 
 

3.2. Results 

The AUC and pAUC on the development dataset are shown in 
table 4 and table 5. Baseline column shows the official data 
which is averaged on 10 independent trials. Ours column shows 
our best results on 3 independent trials. 
 

Machine 
Type 

Baseline Ours 
AUC pAUC AUC pAUC 

ToyCar 78.77% 67.58% 93.99% 89.23% 
ToyConveyor 72.53% 60.43% 64.83% 57.23% 
fan 65.83% 52.45% 88.12% 83.12% 
pump 72.89% 59.99% 91.59% 81.52% 
slider 84.76% 66.53% 99.99% 99.95% 
valve 66.28% 50.98% 92.98% 84.56% 

Table 4: Results of network 1 

 
Machine 
Type 

Baseline Ours 
AUC pAUC AUC pAUC 

ToyCar 78.77% 67.58% 93.56% 88.51% 
ToyConveyor 72.53% 60.43% 68.57% 60.89% 
fan 65.83% 52.45% 85.92% 80.59% 
pump 72.89% 59.99% 92.17% 80.88% 
slider 84.76% 66.53% 99.58% 97.84% 
valve 66.28% 50.98% 90.05% 76.55% 

Table 5: Results of network 2 

 

4. CONCLUSIONS 

This technique report briefly presents our ArcFace based anoma-
lous sound detection MobileNets for the task 2 of DCASE2020 
challenge. Our method significantly outperforms the baseline 
system and our network 1 use less than 1.1 million parameters. 
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