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ABSTRACT

In this technical report, we present our system for the task 5 of
Detection and Classification of Acoustic Scenes and Events 2021
(DCASE2021) challenge, i.e. few-shot bioacoustic event detection.
First, per-channel energy normalization (PCEN) and i-vectors are
extracted as features. In order to improve the diversity of original
audio, some data augmentation methods are adopted, for example,
specaugment. Then, the prototypical network with convolutional
neural networks (CNN) is used for few-shot detection. Finally, we
use aforementioned features as inputs to train our CNN model. We
evaluate the proposed systems with overall F-measure for the whole
of the evaluation set, and our best F-measure score on the validation
set is 46.28.

Index Terms— DCASE, few-shot bioacoustic event detection,
PCEN, i-vectors, prototypical networks

1. INTRODUCTION

Bioacoustic event detection in audio is an important task for auto-
matic wildlife monitoring, as well as in citizen science and audio
library management [1]. Bioacoustic event detection is a very com-
mon required first step before further analysis, and makes it possible
to conduct work with large datasets (e.g. continuous 24h monitor-
ing) by filtering data down to regions of interest. Few-shot learning
is a highly promising paradigm for scarce bioacoustic event detec-
tion. For the main assessment, we will use the F measure of detec-
tion performance.

In previous studies, the prototypical network as classifiers have
recently shown improved performances over established methods in
few-shot acoustic event detection [2]. And CNN has provided state-
of-the-art results on various polyphonic sound event detection and
audio tagging tasks [3].

In our proposed system, we used SpecAugment as one of
data augmentation methods in few-shot bioacoustic event detection.
Then, we extract PCEN and i-vector from the bioacoustic audio. Fi-
nally, we trained a prototypical network to overcome the difficulties
of few shot problems.

The rest of the paper is organized as follows. In section 2, the
dataset and features used in proposed system is described. In sec-
tion3, we interpret the prototypical network and the corresponding
configuration. Experiment result is presented in Section 4. Section
5 concludes our work.

2. DATASET AND FEATURES

2.1. Dataset

The development dataset [4] for task 5 consists of multi-class ani-
mal (mammal and bird) audio files. As the short-est event class is
estimated to have a duration of 150 milliseconds [5], we chose 150
milliseconds as the model-ing unit. Audio recordings are down-
sampled to a sampling rate of 22050Hz. We used the Librosa library
to gener-ate the acoustic features. Similar to [6], we automatically
construct a set of negative examples for inference, and adopt the
inference-time data augmentation method to generate more positive
examples without increasing the cost of manual marking. The query
set is comprised of all audio clips after the fifth annotation.

2.2. Features

2.2.1. PCEN

In real world audio recording, especially outdoors, there are usu-
ally multiple sources. Recently, Per-channel energy normalization
(PCEN) [7] has been proposed as an alter-native to MFCC, which
aims to whiten the background of acoustic recordings and improve
the robustness to channel distortion through temporal integration,
adaptive gain control, and dynamic range compression.

2.2.2. Specaugment

We use SpecAugment [8] as our data augmentation method.
SpecAugment, a simple data augmentation method, is applied to the
feature inputs of a neural network. The augmentation policy con-
sists of warping the features, masking blocks of frequency channels
and masking blocks of time steps. In oursystems, SpecAugment
is applied to the PCEN features using frequency masking and time
masking. The frequency mask can improve the robustness of our
systems to frequency distortion of audios [8]. Time masking is ap-
plied in the time domain, which is similar to frequency masking.

2.2.3. I-vector

In principle, we use the same i-vector [9] extraction pipeline as
kaldi. A Universal Background Model (UBM) is first trained on
the MFCCs from the training set. This UBM is then used to learn
the i-vector space known as Total Variability Space (TVS). Using
UBM and TVS, i-vectors are extracted from the development and
test set. In our system, We repeat the ivector according to the time
scale, and then splice the ivector and PCEN according to the frame
as the input of the model.
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Table 1: Network architectures of our system.

Input bs × 1 × 17 × (128 + 128)

Prototypical network

conv,3×3@128
Batchnorm + Relu
Maxpool 2×2
Dropout 0.4
conv,3×3@128
Batchnorm + Relu
Maxpool 2×2
Dropout 0.4
conv,3×3@128
Batchnorm + Relu
Maxpool 2×2
Dropout 0.4
conv,3×3@128
Batchnorm + Relu
Maxpool 2×2
Dropout 0.4

Output bs × 2048 (reshaped)

3. PROTOTYPICAL NETWORKS

Meta-learning is often used in face of the problem of few-shot clas-
sification, where only limited exampled data is provided and a clas-
sifer must generalize to given classes. The idea of meta-learning
can be summarized as ”learn to learn”, which is a classifer can use
training tasks to train itself to optimize the function for mapping
the data into intended label. As miraculously as it sounds, there
has been a few methods to implement this idea. And prototypical
network is a classic paradigm of meta-learning.

3.1. Structure

Prototypical network [10] consists of a feature extractor and a basic
classifier. The classifier simply uses the euclidean distance of fea-
tures, which can be seen as the similarity of features, to distinguish
different types of data, so the performance of the network heav-
ily depends on the generalization ability of the feature extractor. If
the network is already trained with different few-shot classification
tasks and as a result has a strong feature extractor. When given a
new set of limited labeled data, the network will be able to recognize
new classes by extracting the feature of labeled data as ”prototype”
and comparing the similarity of other features to the prototype. We
build a Prototypical network based on CNN. The specific structure
is shown in Table 1. The input is the feature after the splicing of
PCEN and i-vectors.

3.2. Training

The network uses training tasks to obtain the ability of optimizing
the mapping function between data and label. More specifically,
the network uses different few-shot classfication tasks to optimize
its feature extractor. When creating the training tasks, we should
manually split the task into support set and query set, treating a
training task as a separate dataset. Ideally, the network should per-
form well after several epochs of training. With a specific task, we
only compute the cross entropy loss from the query set to optimize
the network. Our goal is to train a strong feature extractor, and we

will use different supplementary acoustic feature to boost the per-
formance of the network.

4. EXPERIMENTAL RESULTS

4.1. Experiment setting

For few-shot setup, we experimented on 5-shot and 5-way setting.
During the training, back-propagation and Adam optimizer with
learning rate of 0.0001 are used. The total epoch is 15. During
the evaluating, we set query batch size as 8 and negative set batch
size as 16.

4.2. Experiment results

In this section, Table 2 shows the results of our systems on the val-
idation set. We can see that the model that uses both PCEN and i-
vector features achieves the best results, which means that i-vector
features help to improve the accuracy of the few shot sound event
detection system.

Table 2: The results of F-measure score on the evaluation dataset.

Features Augmentation P R F
PCEN - 37.70% 31.57% 34.3%
PCEN Specaug 45.76% 44.17% 44.96%

PCEN+i-vector Specaug 45.96% 46.64% 46.28%

5. CONCLUSIONS

In this technical report, we propose using CNN-based prototypi-
cal network for few-shot bioacoustic event detection task. We use
spliced PCEN and i-vector features and apply data enhancement
methods such as specaugment to improve model performance At
last, we get 46.28 under F-measure score on the validation set.
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