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ABSTRACT
In this report, we propose a consistency learning based method with
different data augmentation methods to tackle Acoustic Scene Clas-
sification task1a in the DCASE2021 Challenge. Classification of
data from multiple devices (real and simulated) targeting general-
ization properties of systems across a number of different devices
and focusing on low-complexity solutions. Consistency learning
is used to reduce the embedding distance of the augmented sam-
ple and the original sample. With the consistency learning, the al-
gorithm is robust with device variances. For low-complexity and
high-accuracy, a Res-Attention structure which combines residual
structure with separable convolution layer and attention layer is pro-
posed. On Task1a development dataset, the presented method gets
69.71% accuracy (0.87 log CrossEntropy loss) with the model size
93.3KB by using int8 quantization.

Index Terms— Acoustic Scene Classication, low-complexity,
multi-devices, consistency learning, data augmentation

1. INTRODUCTION

With the development of computer acoustic analysis, the task of
acoustic scene classification has received more and more attention.
Since the DCASE competition was held in 2013, there will be a
related event set up every time to promote the development of the
field [1] [2] [3].

Acoustic Scene Classification(ASC) is a topic to tell the cate-
gory of recorded audio. The main idea is to recognize real-world
sounds into a given set of environments Class, such as subway sta-
tion, street traffic, or public square. Acoustic scene has a large
amount of sound information and rich content. This makes accurate
scene prediction difficult and thus becomes an interesting research
question. Therefore, ASC has always been an attractive study For
decades, the detection and classification of acoustic scenes and
events (DCASE) challenges [4] have provided Benchmarking data
and a competitive platform for the promotion of sound scenes Re-
search and analysis. The main challenge of ASC is that the record-
ings are not enough to cover different devices and different situa-
tions. So we can only use the limited dataset to make the algorithm
generalize on un-seen data.

In DCASE 2021, Task 1 has two different subtasks [5][?][4].
The report mainly focuses on the task 1a. The key goal is to design
a device-invariant system that can classify ten scene audio recorded
by different equipment, no need to use any equipment information
for the evaluation phase. At the mean time, it focuses on low-
complexity solutions, the model size should be less than 128KB.

We describe the system we submitted for DCASE 2021 task1a.
For task 1a, we constructed a acoustic scene Classification system
by combined different data augmentation methods with consistency
learning to improve the robustness and reduce the device depen-
dence. The proposed model with Res-Attention structure signifi-
cantly improves the performance of ASC. Then the int8 quantiza-
tion method is used to compress the trained model. In this way, the
model can be compressed to 1/4 of the original size.

2. METHODS

We proposed consistency learning based acoustic scene classifica-
tion with Res-Attention. The training and test phase are shown in
Figure 1 and Figure 2. Every training sample is augmented by a ran-
dom set of operations, such as reverb, filtering etc. The processed
data and the original data should get similar embeddings with con-
sistency learning restriction.

2.1. Model

The model structure is shown in Figure 3. The Res-Attention block
is shown in Figure 4. In the Res-Attention block, the conv2d layer is
replaced by depthwise convolution layer and pointwise convolution
layer [6]. At the mean time, a self-attention block [7] [8] is added
to the residual structure to capture the whole information.

2.2. Data Augmentation

To improve the robustness of our model, we applied different data
augmentation methods:

1. Reverb: To enlarge the dataset and improve the variance, we
simulate different room impulse response signal [9] to con-
volve with the original data.

2. Filtering : To mimic the recording device difference, a ran-
dom high-pass, low-pass filter or band-pass filter is used to
enhance or suppress random frequency subband.

3. Random Gain : To randomly adjust the gain of recordings.

4. SpecAugment[10]: consists of warping the features, mask-
ing blocks of frequency channels, and masking blocks of
time steps.
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Figure 1: The training phase of proposed method.

Figure 2: The test phase of proposed method.

2.3. Training Loss

The training loss consists two parts. The first part is CrossEntropy
classification loss LCrossEntropy . And the second part is embed-
ding distance loss LEmbeddingDistance.

LCrossEntropy =
∑

(−y ∗ log(f(x))) (1)

where x represents the input feature, f(x) means the model infer-
ence which is used to get the predicted probabilities for each class.
y is the onehot encoding of the target.

LEmbeddingDistance = ||embedding − embeddingaug||2 (2)

where embedding is the output of the global average pooling layer,
embeddingaug corresponds to the augmented data e augmented
data. The EmbeddingDistance loss is mainly used to improve the
robustness of the algorithm.

3. TRAINING

We train and evaluate our proposed architecture on DCASE2021
development dataset which consists of acoustic scene data recorded
in different European cities. All data has the scene label (one of 10
scenes: e.g. ’airport’ or ‘shopping mall’) and city label (one of 12
cities: e.g. ’lyon’). In the experiments, we used 9,185 segments
and 4,185 segments for the training and evaluation. The develop-
ment dataset is provided by DCASE2021. Our proposed algorithm
was implemented using PyTorch with a GeForce GTX TITAN X
GPU with 12Gb RAM. Every 10 second-long audio input sampled
as 44.1kHz, we extracted 128 log-mel features(window size 2048,
hop length 882, fft number 2048) for the input feature of the net-
work. The network was trained by the SGD optimizer with 300
epochs. The learning rate was set to 0.1, exponentially decaying
values from 0.1 to 0.001.



Detection and Classification of Acoustic Scenes and Events 2021 Challenge

Figure 3: The proposed method architecture.

4. RESULTS

This report has presented a robust acoustic scene classification
method for DCASE2021 task1a. As a result in Table 3, we achieve
69.71% accuracy on development dataset and the confusion matrix
is shown in Figure 5. The class-wise and device-wise accuracy in
shown in Table 1 and Table 2.

Table 3: The result of proposed method.

CrossEntropy loss accuracy

DCASE2021 Task 1a Baseline 1.473 47.7%
ours 0.87 69.71%
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Figure 5: The confusion matrix.
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