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ABSTRACT

Sound event localisation and detection (SELD) is a problem in the
field of automatic listening that aims at the temporal detection and
localisation (direction of arrival estimation) of sound events within
an audio clip, usually of long duration. Due to the amount of data
present in the datasets related to this problem, solutions based on
deep learning have positioned themselves at the top of the state of
the art. Most solutions are based on 2D representations of the au-
dio (different spectrograms) that are processed by a convolutional-
recurrent network. The motivation of this submission is to study the
squeeze-excitation technique in the convolutional part of the net-
work and how it improves the performance of the system. This
study is based on the one carried out by the same team last year.
This year, it has been decided to study how this technique improves
each of the datasets (last year only the MIC dataset was studied).
This modification shows an improvement in the performance of the
system compared to the baseline using MIC dataset.

Index Terms— SELD, Deep Learning, Convolutional Re-
current Neural Network, Squeeze-Excitation, Residual learning,
DCASE2021

1. INTRODUCTION

Sound event localisation and detection (SELD) corresponds to the
machine listening problem that aims to detect and localise a sound
event in an audio clip of typically long duration [1, 2, 3]. The detec-
tion consists in correctly classifying the sound event into one of the
predefined classes while setting the time at which the event starts
and ends. For several editions of DCASE, this task only attempted
to solve the SED problem. On the other hand, localisation consists
in estimating the direction of arrival (DOA) of the source producing
the event in terms of azimuth and elevation angles. SELD proposes
a joint problem involving these two areas, for which a single sys-
tem capable of performing both detection and localisation must be
proposed. For an intelligent system to be able to estimate direc-
tional information, audio signals must have been recorded by a set
of microphones (multi-channel audio input).

The task of Sound Event Location and Detection (SELD) has
been constantly in evolution in the scope of the DCASE Challenge
until reaching the problem presented in this edition. In 2013 [4], the
problem to be solved was known as Sound Event Detection (SED).
In the 2016 [5] and 2017 [6] editions, this problem was again pro-
posed as a task. In this case, the objective was to create a system
capable of detecting the onset and offset of sound events while cor-
rectly classifying to which class these events belong. The first time
that event localisation was raised in addition to the SED problem

was in the 2019 edition [7, 8]. Last year, 2020 [9], the dataset was
modified in addition to the metrics (setting a threshold of 20° in the
detection metrics). This edition incorporates a new consideration
which is the existence of directional interferences, meaning sound
events out of the target classes that are also point-like in nature. This
is a much more accurate recreation of a real environment [10].

The work done in this edition can be seen as a extension of the
work done in the last edition [11]. Last year, an analysis was made
of how squeeze-excitation and residual techniques [12, 13] (applied
in the convolutional part of the system) can lead to a more robust
system without any extra modification of the baseline. For this, the
Conv-StandardPOST block was implemented and it was analysed
how the different ratios (p) influenced the system. Furthermore,
it was compared with a residual block that did not implement any
squeeze-excitation technique, please see Fig. 3. According to the
results obtained in the Challenge, the block with p = 1 obtained
the best position. So, since this study was performed only using the
MIC dataset, this year we will analyse how the Conv-StandardPOST
block with a fixed ratio behaves with each of the datasets.

This technical report is organized as follows: Section 2 intro-
duces the network presented as the baseline and the modification
done in this work to achieve the improvement. Section 3 explains
the dataset used and the training procedure. Section 4 shows the
results obtained by the framework implemented and Section 5 con-
cludes our work.

2. METHOD

2.1. Baseline System

The baseline network is known as SELDnet [7]. The main modifi-
cation this year has been the elimination of the SED classification
branch, adopting a joint training (ACCDOA) that unites SED loss
and DOA in a homogenous regression vector loss [14].

The first module of the system is the feature extractor. It ob-
tains multi-channel audio representations. With the MIC dataset,
10 channels (GCC) are obtained and with the first-order ambisonics
(FOA), 7 channels (Intensity vector). These representations were
introduced in [2].

2.2. Squeeze-Excitation Residual blocks and modifications to
the baseline network

This submission is understood as a extension of the work done
in [13, 11] where different different squeeze-excitation modules
where studied [15] plus the contribution of two novel blocks using
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Figure 1: SELD framework proposed in this work. The most highlighted block corresponds to the change made in this task. The lighter
blocks have the same configuration as in the baseline. p indicates the ratio parameter. In this work, p = 1.

the Concurrent Spatial and Channel Squeeze and Channel Excita-
tion (scSE) configuration presented in [12]. The implementation
of the scSE block is detailed in Figure 2. Following the conclu-
sions of [13] and [11], in the present work, the convolutional layers
of SELDnet are replaced by the Conv-StandardPOST blocks with
p = 1. The number of filters remains the same (64 filters). The
framework proposed in this work is shown in Figure 1.

The code used for this experimentation can be found in the fol-
lowing link'.

3. EXPERIMENTAL DETAILS

3.1. Dataset

The dataset used in this edition is the one defined as TAU-NIGENS
Spatial Sound Events 2021. The major change this year is the ad-
dition of sound events that do not belong to the target classes. For
a more detailed description of the dataset, visit the following link?
and the paper [9].

Concerning the usage of the samples (see Table 1), in the devel-
opment phase, three folders are used for training, one for validation

Uhttps://github.com/Machine-Listeners-Valencia/seld-dcase2021
Zhttp://dcase.community/challenge202 1/task-sound-event-localization-
and-detection

Stage training  validation  test
Development 3-6 2 1
Evaluation 2-6 1 7-8

Table 1: Distribution of the folders in the two stages. Each folder
contains 100 samples.

and one for testing. In this stage, the ground truth of all the samples
is available. However, in the evaluation stage, 4 folders are used for
training, 1 for validation and 2 for testing. In this case, the ground
truth of the test samples is not available (Challenge results).

3.2. Training procedure

The training process is the same as that proposed in the baseline [7,
9]. However, it has been decided to implement a learning rate decay
system. Thus, if the performance of the system is not improved
within 15 epochs, the learning rate decreases by a factor of 0.5. The
training is terminated if there is no improvement in 30 epochs.
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Figure 2: scSE composed by Spatial Squeeze-Excitation (SSE)
module (top branch) and channel Squeeze-Excitation (cSE) mod-
ule (lower branch) [13, 12]

4. RESULTS

In order to study the squeeze-excitation residual blocks in both
datasets, it was decided to carry out the experimentation with p = 1
as it showed the best performance in last year submission [11].

4.1. Metrics

The metrics used in this task are known as location-dependent. The
detection of an event will be considered correct if the angle predic-
tion is below a threshold set at 20°.

In this task, there are 2 metrics per output. Two metrics to mea-
sure the robustness of the detection are the error rate (ERyp) and
the F-score (Fyy) with a threshold of 20°. On the other hand, the
localisation accuracy is measured with the localisation error (LEcp)
and the localisation recall (LRcp). For more insight about metrics,
please see [10].

4.2. Development stage

The results obtained in both datasets independently and combined
(concatenating the representations obtained with each one) are
shown below (see Table 2). If the FOA dataset is considered, it can
be seen that the metric that is improved is LRcp. However, LEcp
decreases by 4°. On the other hand, the MIC dataset is greatly im-
proved, the system shows a better performance in all metrics. The
most improved metric is Fyp, improving by 5.2 percentage points.
Finally, if both representations are concatenated, no considerable
improvement can be seen with respect to the FOA dataset.

X1 p.
(@) (b)
Conv-Residual Conv-StandardPOST

Challenge

Figure 3: Residual blocks analyzed in this paper. BN stands for
Batch Normalization and scSE for squeeze-excitation module. Con-

volutional layers are indicated with the kernel size.

Framework ‘ Dataset ‘ ER»pe ‘ Fope ‘ LEcp ‘ LRcp
Baseline | FOA | 0.69 | 33.9% | 24.1° | 43.9%
Proposed | FOA | 071 | 31.9% | 27.6° | 46.6%
Baseline ‘ MIC ‘ 0.74 ‘ 24.7% ‘ 30.9° ‘ 38.2%
Proposed | MIC | 0.72 | 30.2% | 29.4° | 42.5%
Proposed | FOA-MIC | 0.71 | 31.3% | 27.9° | 46.7%

Table 2: Accuracy (%) results obtained compare with the proposed
baseline

5. CONCLUSION

The motivation for this work is the study of squeeze-excitation tech-
niques for the improvement of SED/DOA systems. For this pur-
pose, it has been decided to modify only the convolutional part of
the system and to follow the conclusions obtained in last year’s edi-
tion. Despite the interferences present in this edition, it can be ob-
served that, using the MIC dataset, all the metrics are improved.
However, we cannot observe the same behaviour using the FOA
dataset. This suggests further study if this dataset is to be used.
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