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ABSTRACT 

Convolution neural network (CNN), which can extract rich 

semantic information of signal, is a representative feature learing 

network in acoustic scene classification (ASC). However, since 

that the receptive field (RF) of a CNN is fixed, it is inefficient to 

capture the dynamical time-frequency changing characteristic of 

the input Log-Mel spectrogram. In addition, although the Log-

Mel spectrogram can be treated as an image, the time and fre-

quency dimensions, which respectively represent the acoustic 

event duration and frequency information, have different physi-

cal meanings. Therefore, existing receptive field adaptive meth-

ods, which get same-sized optimal receptive fields in two dimen-

sions, are not suitable for ASC. To tackle this problem, we 

proposed a convolution receptive field dual selection mechanism 

(CRFDS) in this paper. Acoustic scene classification experi-

ments conducted on DCASE 2021 subtask B with audio-only 

show that the accuracy of CRFDS can achieve 71.82%. 

Index Terms— CNN; Acoustic scene classification; 

Optimal Receptive Field; Deep learning  

1. INTRODUCTION 

Acoustic scene classification (ASC) is attracting more and more 

researcher over the past few years due to its enormous applica-

tion potential. The ASC system[1-3] is aimed to classify an audio 

data as one of predefined categories, such as Metro station, Air-

ports, etc. Nowadays, the great majority of state-of-the-art ASC 

completed by two steps. The first step is mainly responsible for 

extracting the time-frequency representation (TFR) of audio 

signal. Most commonly TFRs used in ASC include Mel Frequen-

cy Cepstral Coefficients (MFCC), Log-Mel feature[4] and other 

handcrafted features. In the second stage, Support Vector Ma-

chine (SVM)[5, 6], Long Short Term Memory (LSTM)[7], Con-

volutional Recurrent Neural Network (CRNN)[8], or Convolu-

tional Neural Networks (CNN)[9, 10]are applied. CNN has good 

feature fitting ability for images, and plays an important role in 

image classification[11], semantic segmentation[12] and target 

detection[13]. For ASC, the Log-Mel feature has been widely 

used, it converts one-dimensional signal into two-dimensional 

spectrum signal, describing the change of frequency feature with 

time, and greatly reduces the dimension of feature on the basis of 

preserving the spectrum feature. Therefore, Log-Mel feature can 

be fed into CNN network to complete classification like an image 

signal. 

2. METHODOLOGY  

We build the Scene Classification Network (Scene-Net), which 

is similar to ResNet18 but the Scene-Net is shallower than Res-

Net18, i.e. the RF is smaller than ResNet18. The Scene-Net 

architecture is illustrated in Figure. 1. 
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Figure 1: The architecture of Scene-Net 

Where Convolution and Pooling Block (CPB) is composed of 

two convolution layers of , a residual connection and a 

pooling layer. BN represents Batch Normalization, and RELU is 

Rectified Linear Units. There are three CBPs in Scene-Net, and 

double the number of channels by the last convolution layer of 

each CBP. Finally, a  convolution and global average 

pooling layer are used for feature classification. 

When investigating ASC, we noticed that researchers usual-

ly do not pay enough attention to the difference of RFs in time 

dimension and frequency dimension when using spectrogram as 

CNN input. The RF sizes obtained by standard square convolu-

tion kernels are equal in two dimensions. Theoretically, although 

the Log-Mel spectrogram can be treated as an image, the time 

and frequency dimensions, which respectively represent the 

acoustic event duration and frequency information, have differ-

ent physical meanings. So the RFs ought to differ between two 

dimensions. Inspired by Inception[14], We found that concate-

nation of convolution kernels  and  produces the 

same RF as , but the number of parameters is greatly re-

duced. Wherefore, our proposed composed by two -branch 

convolution kernels, aim to get more optional RF but less pa-

rameters than directly expanding branches. We replace all  

convolutional kernels in Scene-net by our Receptive field dual 

selection mechanism, so our system are able to adjust receptive 

in two dimensions simultaneously 

3. EXPERIMENTAL 

We verified the performance of our proposed method in the TUT 

Urban Acoustic Scenes 2019 development dataset. 

We extracted the input features using a Short Fourier Trans-

form (STFT) with a window size of 1024 and 75% overlap. We 

perceptually weight the resulting spectrograms and and apply a 

Mel-scaled filter bank in a similar fashion to Dorfer et al.[15] 

This preprocessing results in 256 Mel frequency bins. The input 

frames are normalized using the training set mean and standard 

deviation.  

For the training phase, we trained with Cross Entropy loss 

and Adam optimizer for 350 epochs with batch-size as 32. The 

350 epochs are divided into three parts on average. In the first 

part, we start training with initial learning rate of  In 

the second part, the learning rate decays linearly from  

to . Finally, the minimum learning rate.  is 

adopted until the end of training. The experiments are all based 

on Pytorch1.6.0 toolkits and CUDA9.2. 

We perform experiment on development datasets of TUT 

Urban Acoustic Scenes 2020 development dataset subtask B of 

Task1 . Note that our results were averaged after five identical 

experiments. Table.1 presents the average classification accura-

cies of Scene-Net and embed CRFDS into Scene-Net. The com-

parison in Table 1 shows that our adaptive receptive field meth-

od can effectively improve the classification accuracy. 

Table 1: The classification accuracies of Scene-net and 

CRFDS in Dcase2021 challenge task1 Subtask B with audio-

only dataset 

 

Scene Scene-net CRFDS 

Airport 55.2% 68.3% 

Bus 66.9% 97.0% 

Shopping mall 60.9% 63.7% 

Street pedestrian 65.4% 69.4% 

Street traffic 84% 87.4% 

Metro station 56.6% 66.9% 

Park 84.9% 84.5% 

Metro 58.7% 74.6% 

Public square 74.4% 67.6% 

Tram 51% 56.8% 

Average 66.0% 71.82% 

 

4. CONCLUSIONS 

The RFs of CNNs affect the quality of feature extraction ability. 

In order to study the situation of optimal RF in spectrogram, we 

propose a flexible mechanism for dynamically adjusting RF, 

called CRFDS. Experiments on the data of DCASE2020 subtask 

B with audio-only show that CRFDS can significantly improve 

the performance of ASC. It demonstrated that the optimal RFs 

on the time and frequency dimension of spectrogram are differ-

ent. Our future research will pay attention to finding the optimal 

RF of each scene. 
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