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ABSTRACT

This technical report describes our submission for task1a of d-
case2021 challenge. We calculated 128 log-mel energies under the
original sampling rate of 44.1KHz for each time slice by taking
2048 FFT points with 50% overlap. Additionally, deltas and delta-
deltas were calculated from the log Mel spectrogram and stacked
into the channel axis. The resulting spectrograms were of size 128
frequency bins, 423 time samples and 3 channels with each repre-
senting log-mel spectrograms, its delta features and its delta-delta
features respectively. Then, the three channel feature map is di-
vided into 0-64 and 64-128 Mel bins on the frequency axis, and
the high and low frequency features are input into the two parallel
residual networks with identical residual blocks and convolutional
residual blocks for training, and then the two network models are
concatenate on the channel axis. Finally, after 1 × 1 convolution
and global average pooling, the classification results are obtained
through softmax output.

Index Terms— Acoustic Scene Classification, Convolution
Neural Network, Data Augmentation, ResNet

1. INTRODUCTION

Acoustic Scene Classification (ASC) is a task of classifying given
data to a place where it was recorded. Each data corresponds to one
class out of ten, and there is no data with multiple labels. The length
of the data is ten seconds, but the useful information appears very
rarely. This task is one of the major topics that has been covered
every year in the DCASE challenge. This year, subtask A for Low-
Complexity Acoustic Scene Classification with Multiple Devices
[1,2].

The main issue of the subtask A is to design a classifier that
works stably on various microphone types. However, the develop-
ment dataset mostly includes the data collected from a specific mi-
crophone, and the evaluation data will include data recorded with
a microphone that has not appeared in the development set. This
task was treated in the previous year, and [3] was placed on top with
spectrum correction method and Convolutional Neural Network (C-
NN) model.

The following sections include details of our model structure
and training methods. Due to the model size limitation in subtask
A, A model complexity limit of 128 KB is set for the non-zero pa-
rameters. This translates into 32768 parameters when using float32
(32-bit float) which is often the default data type (32768 parameter
values * 32 bits per parameter / 8 bits per byte= 131072 bytes = 128
KB (kibibyte)). it became impossible to solve both problems with a
universal model design.

2. AUDIO DATASET

The development dataset for this task is TAU Urban Acoustic
Scenes 2020 Mobile, development dataset. The dataset contains
recordings from 12 European cities in 10 different acoustic scenes
using 4 different devices. Additionally, synthetic data for 11 mo-
bile devices was created based on the original recordings. Of the 12
cities, two are present only in the evaluation set [4].

Recordings were made using four devices that captured audio
simultaneously. The main recording device consists in a Sound-
man OKM II Klassik/studio A3, electret binaural microphone and
a Zoom F8 audio recorder using 48kHz sampling rate and 24-bit
resolution, referred to as device A. The other devices are common-
ly available customer devices: device B is a Samsung Galaxy S7,
device C is iPhone SE, and device D is a GoPro Hero5 Session.

3. SYSTEM ARCHITECTURE

3.1. data preprocessing

The data of subtask A are mono audio files with 44.1 kHz sam-
ple rate. We transformed them into power spectrogram by skipping
every 1024 samples with 2048 length Hann window. A spectrum
of 431 frames was yielded from 10 seconds audio file, and each
spectrum was compressed into 128 bins of Mel frequency scale.
Additionally, deltas and delta-deltas were calculated from the log
Mel spectrogram and stacked into the channel axis. The number of
frames of the input feature is cropped by the length of the delta-delta
channel so that the final shape becomes [128× 423× 3].

3.2. data augmentation

Due to the limited data set provided by dcase, we propose a data
augmentation method to increase the diversity of data distribution.
Mixup augmentation [5] were applied. We did not use additional
training datasets other than the official training dataset. Parameter
of mixup α = 0.5.

3.3. model design

Previous studies have verified the effectiveness of the ResNet [6] on
the ASC [7, 8, 9]. Our model consists of two parallel residual net-
worksthis parallel structure has been proposed in [8] and [3] to learn
distinct features from different frequency bandsOur model consist-
s of two paths for 0-64 and 64-128 Mel bins. After concatenating
[10] the outputs from each network, one block of 1 × 1 convolu-
tion [11,12] and Global Average Pooling (GAP) [11] calculates the
classification scores.
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Figure 1: Convolution residual block
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Figure 2: Identical residual block

The residual block in this paper uses two kinds of residual
blocks: the identical residual block and the convolution residual
fast block. The difference between convolution residual block and
the traditional identical residual block is that the identical residu-
al block is a short wire in the shortcut path, while the convolution
residual block is a layer of conv2d in the shortcut path, It is used
to adjust the number of input channels to the appropriate size to
match the number of main path channels. In addition, the output
of the shortcut path in the convolution residual block is added with
the output of the identical residual block to increase the characteris-
tic parameters. The convolution residual block used in this paper is
shown in Figure 1. The identical residual block used in this paper is
shown in Figure 2. The residual block used in this paper is shown
in Figure 3. The overall structure of our model is shown in Figure
4.

3.4. Categorical Focal Loss

Focal loss attenuates the logloss generated by welltrained samples,
so that the model can focus on the poorly trained samples [3]. The
following equation describes focal loss with balancing parameter ,
focusing parameter and prediction score ,

FL (pt) = −α (1− pt)
γ log (pt) (1)

Increasing the value of γ increases the sensitivity of the model
to misclassified samples, and scales the loss function linearly. Our
setting was γ = 1.0 and α = 0.3, respectively.

3.5. Training Setup

We trained our model using Stochastic Gradient Descent (SGD) op-
timizer with a momentum of 0.9. We use warm up and cosine an-
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Figure 3: Residual block
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Figure 4: The overall structure of our model

nealing to plan the learning rate. Choosing warmup learning rate
can make the learning rate of several epochs or some steps smaller.
Under the warmup learning rate, the model can gradually become
stable. After the model is relatively stable, we choose the preset
learning rate for training to make the convergence speed of the mod-
el faster, The effect of the model is better. The preset learning rate
is 0.001, warmup learning is set to 4e − 06. The warm up phase
lasts for 12341 steps. After the warm up phase, the learning rate
remains unchanged until the end of the hold rate steps.

4. EXPERIMENTAL RESULT

For baseline system: log-mel is used and CNN is used for classi-
fication network, total amount of non-zero parameters in the mod-
el is 46246, model size is 90.3kb, the loss of baseline system was
1.461, and the classification accuracy was 46.9%. For our system,
we trained the model using all the development data and the exper-
imental results are shown in Table 1.
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Table 1: Accuracy on the fold 1 evaluation set(class-wise)

Scene label Baseline Our system
Airport 31.1% 42.1%

Bus 40.1% 51.3%
Metro 48.1% 59.5%

Metro station 29.6% 38.1%
Park 63.6% 71.5%

Public square 36.0% 45.1%
Shopping mall 61.3% 69.4%

Street pedestrian 47.1% 54.5%
Street traffic 68.0% 71.7%

Tram 44.3% 51.8%
Average 46.9% 55.5%

Loss 1.461 0.847
Model size 90.3kb 124.4kb

5. CONCLUSION

In this technical report, we proposed a acoustic scene classifica-
tion system. We use log-mel spectrograms, deltas and delta-deltas
and two parallel residual networks with identical residual block-
s and convolutional residual blocks to improve the performance of
the system. We achieved a classification accuracy of 55.5%, which
is 8.4% over than the baseline system.
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