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ABSTRACT

This technical report describes the ITMandi_-AudioTeam’s sub-
mission for DCASE 2021 ASC Task 1, Subtask Low-Complexity
Acoustic Scene Classification with Multiple Devices. This report
aims to design low-complexity systems for acoustic scene classifi-
cation by eliminating filters in a pre-trained convolution neural net-
work. A filter pruning strategy is opted, which consists of three
steps. Step 1 aims to identify the redundant filters which have low-
norm. Step 2 explicitly removes the redundant filters and their con-
necting feature maps from the unpruned network to give a pruned
network. Step 3 involves fine-tuning of the pruned network to regain
performance. Further, the trained parameters are quantized to 16-
bit. On DCASE-2021 task 1A development dataset, the proposed
framework reduces 68% parameters with competitive performance.

Index Terms— Acoustic scene classification, Low-complexity,
Convolution neural network.

1. INTRODUCTION

Convolutional neural networks (CNNs) perform state-of-the-art as
compared to traditional hand-crafted methods in many domains [1].
However, it may be difficult to deploy large-size¢ CNNs on con-
strained devices such as mobile phones, internet of things devices
(IoT) etc. This is owing to their high computational cost during in-
ference and requirement of more memory [2, 3]. Thus, the issue
of reducing the size and the computational cost of large-scale net-
works has drawn a significant amount of attention in the research
community.

In this report, we aim to prune or compress a well-trained CNN
which gives a competitive performance as that of the unpruned
CNN. For this, the filter pruning methods have opted since they pro-
duce a structured pruned network that is easy to deploy and gives
effective speed-up in contrast to that of weight pruning methods.
A filter in a given intermediate layer is defined as “redundant” if it
has a low norm. We hypothesize that such redundant filters produce
low activation or response, and are relatively less effective in pro-
viding useful information than other filters for classification. The
rest of the report is organized as follows. In section 2, the proposed
methodology is explained. Experimental setup and submitted en-
tries are included in Sections 3 and 4 respectively.

The rest of the report is organized as follows. In section 2,
the proposed methodology is explained. Experimental setup and
submitted entries are included in Section 3 and 4 respectively.

2. PROPOSED METHODOLOGY

In this section, we describe various steps to achieve a pruned net-
work.

Step 1: Given a pre-trained network, identify importance scores
for each filters in a given intermediate layer using /1-norm based
method [4] or G M -based method [5].

e [1-norm based method [4]: In this method, the norm of each
filter is computed, and is used as a significant score to quan-
tify their filter importance. A filter with low-norm indicates
relatively less importance than other filters.

o Geometric-median (GM) based method [5]: In this method,
geometric median of all filters is computed, which represents
the common information of all filters. After this, the differ-
ence between the geometric median of all filters and a given
filter is computed, which represents the significance score cor-
responding to that filter. A low significance score indicates that
the filter represents common information, and hence can be ne-
glected.

Step 2: Given a pruning ratio', select top few important filters
and remove other filters alongwith their connecting feature maps
explicitly from the network. The elimination process can be in one-
shot, which means all the connection across various intermediate
layers are removed in one-shot and then the pruned network is fine-
tuned. In iterative pruning process, the connections are eliminated
from a given layer, then the network is fine-tuned. This process is
again performed for other layers.

Step 3: Fine-tune the pruned network.

Step 4: Quantization of the trained parameters to 16-bit.

3. EXPERIMENTAL SETUP

Dataset used: The dataset used for the task is TAU Urban Acoustic
Scenes 2020 Mobile, development dataset [6]. It consists of 13962
training and 2970 testing examples of 10-seconds length. Each ex-
ample is transformed into time-frequency representations to pro-
duce log-mel band energy based representations of size (40 x 500)
with 40 mel-bands and 500 time frames.

Unpruned network: The unpruned network consists of DCASE-
2021 baseline network [6, 7] which is trained on DCASE-2021 task
1A dataset. The network comprises of three convolutional layers
(L1 to L3) which are followed by a fully connected layer (Dense).
The input to the network is log mel-band energies of size (40 x 500)
with 40 mel-bands and 500 time frames as computed for an audio of
10-second length. The size of the network is 90.3 KB* with 46246
number of parameters. The performance of the network is measured

"Pruning ratio is defined as number of filters to be eliminated from the
network or in a given intermediate layer.

2CNN model size, number of total and non-zero parameters are com-
puted using the script model_size_calculation.py


https://github.com/toni-heittola/dcase2020_task1_baseline/blob/master/model_size_calculation.py/
https://github.com/toni-heittola/dcase2020_task1_baseline/blob/master/model_size_calculation.py/
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Table 1: Various CNN models submitted for DCASE-2021 taskla challenge.

Entry No.  Network  Architecture (L1-L2-L3-Dense) Parameters Size (KB) Accuracy (%) log-loss
NA Unpruned 16-16-32-100 46246 90.1 48.59 1.425
1 Singh 29KB 16-8-16-32 14754 28.8 47.74 1.383
2 Singh 53KB 16-8-32-100 27166 53.06 48.48 1.394
3 Singh 74KB 16-16-24-100 38110 74.43 49.05 1.395
4 Singh_71KB 16-12-32-100 36818 71.44 48.65 1.413

in terms of accuracy and the log-loss metrics. The trained network
gives 48.59% accuracy and 1.425 log-loss.

Fine-tuning of the pruned network The pruned network is fine-
tuned for 200 epoch with Adam optimizer. An early stopping crite-
rion is used on validation loss during fine-tuning process. It is ob-
served that the pruned network takes 30-50 epochs to converge the
unpruned network performance. Apart from architecture, dropout
after various layers are kept similar to that of the unpruned network.

4. SUBMITTED ENTRIES

In this section, a detail of various submitted models is described.

e Singh 29KB: The pruned model is generated in an iterative
pruning manner using three pruning levels after applying /1-
norm based pruning. (Level 1 pruning) First, L2 layer is
pruned at 50% pruning rate, and the pruned network is fine-
tuned. (Level 2 pruning) Next, the pruned network thus ob-
tained is again pruned by eliminating L3 layer 50% unimpor-
tant connection. (Level 3 pruning) Next, the pruned network
thus obtained is fine-tuned by reducing the number of units in
the dense layer to 32. The weights of subnetwork (L1 to L3
layer) are initialized as obtained after fine-tuning process in
Level 2 pruning.

e Singh _53KB: The pruned model is generated in an one-shot
pruning manner after applying G M -based pruning. L2 layer is
pruned at 50% pruning ratio.

e Singh_74KB: The pruned model is generated in an one-shot
pruning manner after applying G M -based pruning. L3 layer is
pruned at 25% pruning ratio.

e Singh_71KB: The pruned model is generated in an one-shot
pruning manner after applying G M -based pruning. L2 layer is
pruned at 25% pruning ratio.

5. CHALLENGE SUBMISSION

We submit four results obtained using the four pruned networks (1)-
(4) as given in Table 1 as a final submission for evaluation dataset.
The following filenames are used in the submission.

1. Singh IITMandi_taskla_1 :
work Singh_29KB.

2. Singh_IITMandi_taskla_ 2 :
work Singh_53KB.

3. Singh_IITMandi_taskla_3 :
work Singh_74KB.

4. Singh_IITMandi_taskla_4 :
work Singh_71KB.

Predictions generated by net-
Predictions generated by net-
Predictions generated by net-

Predictions generated by net-

The above trained pruned network, codes can be found at this link >

6. CONCLUSION

This report focuses on low-complexity system for acoustic scene
classification. A filter pruning and quantization procedure is ap-
plied to obtain compressed, accelerated, and low-size CNN. The
proposed framework shows promising results in terms of reduction
in parameters and performance.
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3Link: Pruned models, script for pruning, fine-tuning.


https://arxiv.org/abs/2005.14623
https://github.com/Arshdeep-Singh-Boparai/DCASE2021_codes.git
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