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ABSTRACT
This report proposes an automated audio captioning model for the
2021 DCASE audio captioning challenge. In this challenge, a model
is required to generate natural language descriptions of a given au-
dio signal. We use pre-trained models trained using AudioSet data,
a large-scale dataset of manually annotated audio events. The large
amount of audio events data would help capturing important au-
dio feature representation. To make use of the learned feature from
AudioSet data, we explored several transfer learning approaches.
Our proposed sequence-to-sequence model consists of a CNN14 or
ResNet54 encoder and a Transformer decoder. Experiments show
that the proposed model can achieve a SPIDEr score of 0.246 and
0.285 on audio captioning performance.

Index Terms— audio captioning, acoustic event detection,
transfer learning, deep learning

1. INTRODUCTION

This Technical Report was written to describe the model of Au-
tomated Audio Capturing (AAC) addressed from task 6 of the
DCASE 2021 challenge [1]. The goal of the model is to automat-
ically generate captions on a given sound data. One example of
generated caption on a given sound could be “people talking in a
small and empty room”. The 2021 DCASE AAC uses the Clotho
v2.1 dataset [2], which has more data than the Clotho v1 dataset.
Clotho v2.1 dataset contains 6,974 (4,981 from version 1 and 1,993
from version 2.1) audio clips in 15-30 seconds each with 5 cap-
tions in 8-20 English words. This year, the use of external data is al-
lowed. The important sound related feature representation could be
trained using a massive amount of data such as AudioSet which in-
clude 2,084,320 human-labeled 10-second sound clips on 632 audio
event classes. With the transfer learning, our proposed model took
two pre-trained networks, 14-layers CNN (CNN14) and 54-layers
ResNet (ResNet54), trained on AudioSet as the encoder part [3, 4].
We trained a transformer decoder using the Clotho v2.1 dataset for
natural language generation.

2. PROPOSED MODEL

2.1. System Overview

The Figure 1 shows the proposed system overview. The pre-trained
CNN14 and ResNet54 are taken as an encoder of our proposed
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model using transfer learning [4]. We used a transformer decoder
and trained our model using the Cloth v2.1 dataset.

Figure 1: Model Architecture

2.2. Pre-Processing

The log-mel spectrogram feature is used for the input feature. Au-
dio data have 44.1kHz sampling frequency, and we applied Hann
window of 1024 size with 50% overlaps. From each window frame
we extracted 64 log mel-band energies. For the number of time win-
dows, we calculate the maximum time window number, T , among
sample datasets. We zero padded the time dimension to size T for
the fixed size input feature on our model.

The word embedding is pre-trained using Word2Vec model [6]
via python package gensim [7]. Each caption sentence in the train-
ing set is used to form a training corpus.

2.3. Data Augmentation

Spec Augment [8] is applied as a data augmentation method for
more robust training. With the Spec Augment, frequency masks
and time masks are randomly applied onto the log-mel spectro-
gram before we feed the log-mel spectrogram input to the CNN14
or ResNet54 encoder.

2.4. Pretrained Audio Neural Networks using AudioSet

Kong et al. (2020) proposed Pretrained Audio Neural Net-
works(PANNs) trained on the large-scale AudioSet dataset, and
made the pretrained models, CNN14 and ResNet54, available to
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Table 1: CNN14 architecture

CNN14
Log-mel spectrogram 64 mel bins

(3× 3 @64,BN,ReLU)×2
Pooling 2× 2

(3× 3 @128,BN,ReLU)×2
Pooling 2× 2

(3× 3 @256,BN,ReLU)×2
Pooling 2× 2

(3× 3 @512,BN,ReLU)×2
Pooling 2× 2

(3× 3 @1024,BN,ReLU)×2
Pooling 2× 2

(3× 3 @2048,BN,ReLU)∗2

Table 2: ResNet54 architecture

ResNet54
Log-mel spectrogram 64 mel bins

(3× 3 @512,BN,ReLU)×2
Pooling 2× 2

(bottleneckB@64)×3
Pooling 2× 2

(bottleneckB@128)×4
Pooling 2× 2

(bottleneckB@256)×6
Pooling 2× 2

(bottleneckB@512)×3
Pooling 2× 2

(3× 3 @512,BN,ReLU)×2

the public. The AudioSet dataset contains over 5,000 hours of au-
dio recording with 527 sound classes. The pre-trained model is a
multi-label classification model for 527 sound classes. The same
log-mel spectrogram feature in the Pre-Processing section is used
for the input data for the classification model. These PANNs could
be transferred to other audio related tasks. We took CNN14 and
ResNet54 as the encoder part for the AAC model. The Table 1 and
2 describe CNN14 and ResNet54 model architecture, respectively.

2.5. Proposed Model

Our model uses CNN14 or ResNet54 as an encoder for feature ex-
tension and Transformer Decoder for natural language generation.
We take pre-trained networks (CNN14, ResNet54) learned from
PANNs to AudioSet and use them as our encoder. We freeze the
weights learned from pre-trained networks and bring them to our
model. Furthermore, we attempt fine-tune encoder network by un-
freezing last convolution block layers of CNN14 and ResNet54 to
find the optimal model.

2.5.1. Encoder

Our model uses Resnet54 and CNN14 as an encoder for feature
extraction of input log-mel spectrogram [4]. Table 1 and 2 show
the structure of the CNN14 and ResNet54 that we used for ACC,

Table 3: SPIDEr score for model performance on evaluation data

Model SPIDEr Score
Baseline Model 0.054

CNN14 + Transformer
(From Scratch) 0.148

ResNet54 + Transformer
(From Scratch) 0.133

CNN14 + Transformer
(Transfer-learning with finetuning) 0.171

ResNet54 + Transformer
(Transfer-learning with finetuning) 0.159

CNN14 + Transformer
(Transfer-learning) 0.285

ResNet54 + Transformer
(Transfer-learning) 0.246

respectively the number after the “@” symbol indicates the number
of feature maps. BottleneckB is abbreviation for bottleneck block.

2.5.2. Decoder

It uses a standard transformer decoder consisting of multi-head self-
attention as a decoder. The decoder uses a 2-layers transformer with
a hidden dimension of 192 and 4 heads. Transformer model as the
decoder helps prevent gradient vanishing or exploding.

3. EXPERIMENTS

3.1. Experimental Setups

In training, batch size of 8 is used with a learning rate of 10−4 and
a l2 regularization applied to all trainable parameters with factor λ
= 10−6. We use the Adam Optimizer [9] and apply the Stochas-
tic Weight Averaging (SWA) method [10] to boost performance.
Dropout in P = 0.2 is applied to ResNet54 encoder and Transformer
decoder. In the training process, each audio is combined with each
one of five caption annotations and used as a sample. In the evalua-
tion, each audio is used as one sample and all five captions are used
as reference for metric computation. The log-mel spectrogram input
is obtained by first getting the 64 Mel-band log-mel spectrogram of
the audio, then converting the amplitude into a decibel scale. In the
inference stage, a beam search with a beam size of 3 is implemented
to achieve better decoding performance. The Word2Vec model is
trained 1000 epochs with random parameter initialization. The pro-
posed model is trained 30 epochs before the model with the highest
performance is selected for fine-tuning. The selection of the model
is based on SPIDEr score [11] of the evaluation performance. As
the challenge allows to submit up to 4 results, 4 models that has the
highest SPIDEr score is selected for result submission.

3.2. Experimental Results

Table 2 shows that the CNN14 Encoder+Transformer Decoder and
ResNet54 Encoder+Transformer Decoder model have a higher SPI-
DEr score than the baseline model. This shows that the transfered
encoder trained with sufficiently large amount of audio data per-
forms well on AAC. We also experimented fine tuning last convolu-
tion block of encoder networks (CNN14 and ResNet54). However,
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fine tuning did not worked well for both encoders of CNN14 and
ResNet54.

4. CONCLUSION

The pre-trained networks using a large amount of audio data would
capture important audio features. Since the competition this year al-
lows the use of other datasets, we transferred CNN14 and ResNet54
network trained on AudioSet data as the encoder part of the pro-
posed system to make use of the valuable pre-trained network.
With the transferred network and a transformer decoder our sys-
tem worked well with SPIDEr score of 0.285 for CNN14 encoder
and 0.246 for ResNet54 encoder. Further, we experimented training
all the networks from scratch, transfer learning with fine tuning, and
transfer learning without fine tuning. Among them, transfer learning
without fine tuning worked the best.
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