
Detection and Classification of Acoustic Scenes and Events 2021 Challenge

THE SJTU SYSTEM FOR DCASE2021 CHALLENGE TASK 6: AUDIO CAPTIONING BASED
ON ENCODER PRE-TRAINING AND REINFORCEMENT LEARNING

Technical Report

Xuenan Xu, Zeyu Xie, Mengyue Wu, Kai Yu

MoE Key Lab of Artificial Intelligence
X-LANCE Lab, Department of Computer Science and Engineering

AI Institute, Shanghai Jiao Tong University, Shanghai, China
{wsntxxn, mengyuewu, kai.yu}@sjtu.edu.cn, zeyuxie29@gmail.com

ABSTRACT

This report proposes an audio captioning system for the Detection
and Classification of Acoustic Scenes and Events (DCASE) 2021
challenge task Task 6. Our audio captioning system consists of a
10-layer convolution neural network (CNN) encoder and a tempo-
ral attentional single layer gated recurrent unit (GRU) decoder. In
this challenge, there is no restriction on the usage of external data
and pre-trained models. To better model the concepts in an audio
clip, we pre-train the CNN encoder with audio tagging on AudioSet.
After standard cross entropy based training, we further fine-tune the
model with reinforcement learning to directly optimize the evalua-
tion metric. Experiments show that our proposed system achieves a
SPIDEr of 28.6 on the public evaluation split without ensemble1.

Index Terms— Audio captioning, pre-training encoder, rein-
forcement learning, audio tagging

1. INTRODUCTION

Automated audio captioning (AAC) is an intermodal translation
task defined as generating the textual description for an input audio
clip [1]. It has various potential applications for high level under-
standing of the acoustic environment, e.g., automatic content sum-
marization, intelligent human-machine interaction. The introduc-
tion to AAC in the Detection and Classification of Acoustic Scenes
and Events (DCASE) 2020 challenge has attracted much more at-
tention recently [2, 3, 4, 5].

Different levels of concepts are modeled in AAC, including
acoustic scenes (e.g. ”street”), sound events (e.g. ”car horn”), phys-
ical properties of events (e.g. ”a wooden door”), and high level
knowledge (”a clock rings three times”). However, it is difficult
for the encoder to model acoustic scenes and events via training
from scratch due to the limitation of the dataset size and the inde-
terminacy problem of the supervision signal, i.e., caption. To make
the encoder eligible to recognize discriminative audio patterns, pre-
training and multi-task learning are proposed [6, 7]. Since any ex-
ternal data or pre-trained models are allowed in DCASE2021 chal-
lenge Task 6, we incorporate the encoder pre-training before the
standard training procedure. Pre-training the encoder by a sound
classification task (e.g., audio tagging) significantly improves its
ability to encode concepts in audio. In addition, previous works

1The code and models are available at https://github.com/
wsntxxn/AudioCaption

also show that reinforcement learning (RL) based on policy gra-
dient can estimate the parameter gradients when there are non-
differentiable operations, landing on directly optimizing the eval-
uation metrics [8]. Therefore we combine the standard XE training
with encoder pre-training and RL fine-tuning to improve the cap-
tioning performance.

The remainder of this report is structured as follows. Section 2
introduces our system. Section 3 describes the detailed implemen-
tation. Section 4 presents our results on the public evaluation set.
Section 5 concludes our work.

2. SYSTEM DESCRIPTION

In this section, we describe the details of our system, including our
proposed training procedure, the architecture of our sequence-to-
sequence model, the data augmentation and regulation strategies.

2.1. Training Procedure

Our audio captioning model consists of an audio encoder and a
text decoder. Since encoder pre-training and reinforcement learn-
ing based fine-tuning effectively boost performance, our proposed
training procedure consists of three stages: 1) encoder pre-training;
2) standard cross entropy (XE) based training; 3) RL based fine-
tuning.

Encoder Pre-training The goal of encoder pre-training is to
improve the ability of the encoder to extract embeddings contain-
ing patterns of the input audio, e.g. acoustic scenes and events. We
pre-train the encoder on the large-scale acoustic event dataset Au-
dioSet [9]. The pre-training task is audio tagging, aiming at detect-
ing all the pre-defined E acoustic events present in an input audio.
Training is done by minimizing the binary cross entropy (BCE) loss
between the output event probability p(e) and the event label y(e):

LBCE = − 1

E

E∑
e=1

p(e) log(y(e)) + (1− p(e)) log(1− y(e)) (1)

here E = 527 in AudioSet, y(e) = 1 for event e presented in the
audio and 0 for other events.

XE Training After the encoder pre-training, the whole model
is trained by the standard XE loss between the estimated word prob-
ability p and the annotation given the input audio feature X:

LXE(θ) = −
1

T

T∑
t=1

log p(w∗
t |θ) (2)
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Figure 1: Our proposed training procedure. The encoder pre-training is first done by audio tagging. Then the convolution layers are used to
initialize the encoder in the caption model. RL fine-tuning is applied after XE training to directly optimize the metrics.

where s∗ = (w∗
1 , w

∗
2 , . . . , w

∗
T ) denotes the ground truth sentence

containing T words.
RL Fine-tuning After the model is trained by XE loss for cer-

tain epochs, we conduct reinforcement learning to directly optimize
the evaluation metric. The XE trained model is used to initialize
the parameters to ensure that the model can get enough reward for
training at the beginning. The training objective is to minimize the
negative reward of the sampled sentence:

LRL(θ) = −Ess∼p(s)[r(ss)] (3)

where ss = (ws1, w
s
2, . . . , w

s
T ) and wst denotes the word sampled

given the output probability at the time step t. Then the parameter
gradients can be computed by policy gradient:

∇θLRL(θ) = −Ess∼p(s)[r(ss)∇θ log p(ss)] (4)

Following the previous work [10] we estimate the gradients by a
single Monte-Carlo sample and use the greedy decoding reward as
the reference baseline:

∇θLRL(θ) ≈ −[r(ss)− r(ŝ)]∇θ log p(ss) (5)

here ŝ is the greedy decoding sentence. CIDEr (specifically CIDEr-
D) [11] is chosen as the optimization objective for its fast computa-
tion speed.

2.2. Model Architecture

Our audio captioning model utilizes a standard sequence-to-
sequence architecture. An audio encoder first extracts an abstract
embedding sequence from the input audio. Then a text decoder
translates the sequence into the caption description. The backbone
architecture is a temporal attentional convolution neural network
(CNN) - gated recurrent unit (GRU), which can be found in [12].

Audio Encoder We use a 10-layer CNN (CNN10) as our back-
bone audio encoder for its success in audio pattern recognition [13],
including previous audio captioning works [6, 14]. It consists of an
initial batch normalization layer, four convolution blocks and two
fully connected layers. Each convolution block contains two con-
volution layers with 3 × 3 kernels, two batch normalization layers
with ReLU activation. All convolutions use zero padding to pre-
serve the input size. 2 × 2 average pooling and dropout with 0.2
ratio are applied after each convolution block. It should be noted

that after the encoder pre-training, the last two fully connected lay-
ers are dropped while only the convolution layers are used for XE
training initialization.

Text Decoder We use a single layer GRU with temporal atten-
tion mechanism as the text decoder. Each word is embedded to a
512-dimension vector and apply a dropout operation with ratio 0.5
before feeding to the GRU. At each decoding time step, the decoder
accepts both the previous word embedding and the context vector
as the input. The context vector is a weighted combination of the
embedding sequence, which is calculated by attention mechanism.
The previous hidden state is taken as query while the embedding
sequence is taken as both the key and value. A fully connected clas-
sifier outputs the word probability based on the GRU output. The
decoding step iterates until “ <EOS> ” (see Section 3) or the max-
imum caption length (20) is reached.

2.3. Data Augmentation and Regulation

To avoid over-fitting to specific patterns, we apply SpecAug-
ment [15] before feeding the input feature to the model. Frequency
channel and time step blocks are randomly masked. Label smooth-
ing [16] is applied to smooth the one-hot word label. We also apply
scheduled sampling to gently decrease the training-inference dis-
crepancy caused by teacher forcing training [17]. The probability
of feeding the ground truth word to the decoder is linearly decayed
from 1.0 to 0.7.

3. EXPERIMENTAL SETUP

Clotho v2 is used in this challenge, including three subsets: devel-
opment, validation and evaluation. They contain 3839, 1045 and
1045 audio clips, respectively. Each audio clip is annotated by
five sentences. During training, each of the sentence is combined
with the audio to form a training sample. In order to use more data
for training, we merge the development and validation set and ran-
domly split it into two new subsets (training and validation) in a
9 : 1 ratio.

In data pre-processing, 64-dimensional log-Mel spectrogram
(LMS) is extracted from audio as the input feature with a frame shift
of 20 ms and a 40 ms Hann window. Two frequency masks and two
time masks are used in SpecAugment with parameters W = 40, T
= 30, probability p = 0.2. For each caption we remove punctuations
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Table 1: Experimental results on the public Clotho evaluation set. B@1, B@4, M, R, C, S and SD denote BLEU1, BLEU4, METEOR,
ROUGEL, CIDEr, SPICE and SPIDEr, respectively. For all metrics, higher values indicate better performance.

XE Training RL Fine-tuning

Model B@1 B@4 M R C S SD B@1 B@4 M R C S SD

Single Model

Baseline 37.8 1.7 7.8 26.3 7.5 2.8 5.1 - - - - - - -
Proposed 56.5 15.5 17.4 37.4 39.9 11.9 25.9 64.0 16.3 17.8 40.4 44.9 12.3 28.6

Ensemble

Ensemble 56.9 16.4 17.8 37.8 41.4 12.1 26.8 65.7 17.4 18.2 40.8 46.8 12.3 29.5

and convert all letters to lowercase to reduce the vocabulary size.
Special tokens “ <BOS> ” and “ <EOS> ” to captions are added
to mark the beginning and the end of sentences.

The encoder is first pre-trained on AudioSet unbalanced train-
ing set for at most 15 epochs with an early stopping strategy of 5
epochs. Then XE training takes 25 epochs, and RL fine-tuning takes
100 epochs. The model with the best performance on the validation
set is chosen for initializing the next training stage (XE training or
RL fine-tuning) or evaluation.

The initial learning rates and batch sizes are set to 10−3, 5 ×
10−4, 5 × 10−5 and 64, 32, 32 for the three stages, respectively.
During XE training, we automatically anneal the learning rate by
multiplying it by 0.1 once the validation performance improve for
five consecutive epochs. The label smoothing factor is set to 0.1.
During evaluation and inference, we use beam search with a beam
size of 3.

For submission, we adopt the ensemble strategy to further en-
hance the model performance. At each decoding time step t,
the incorporated models θ1, θ2, . . . , θn give the word probability
p(w|θ1), p(w|θ2), . . . , p(w|θn) respectively. The average of all
probabilities are used for beam search. The decoded word is fed
to all the models as the input of the next time step t + 1. Our sub-
mission systems are all ensembles. Each of them is ensembled by
models trained with the same configurations but different random
seeds. Here are our submission setups:

• Submission 1. Ensemble of three XE trained models with the
highest CIDEr score.

• Submission 2. Ensemble of five XE trained models.
• Submission 3. Ensemble of four RL fine-tuned models with

the highest CIDEr score.
• Submission 4. Ensemble of five RL fine-tuned models.

4. RESULTS

The performance of our proposed system is presented in Table 1.
In addition to the single model, we also present the result of an
ensemble of three models for comparison. Note that in the chal-
lenge submission we ensemble more models. Our proposed single
model contains 12 million parameters in total. The results show that
our proposed temporal attentional CNN10-GRU with encoder pre-
training significantly outperforms the baseline. Though RL fine-
tuning aims at optimizing CIDERr-D score, results indicate that
such a training strategy further enhances the performance on all
metrics, producing a SPIDEr as high as 28.6. The ensembled model

reaches the summit SPIDEr of 29.5.

5. CONCLUSION

In this report, we describe our system submitted to DCASE2021
challenge Task 6. Our system is a standard sequence-to-sequence
model including a 10-layer CNN and a single layer GRU with tem-
poral attention mechanism. To enhance the encoder ability to rec-
ognize audio patterns, we pre-train the encoder on AudioSet be-
fore standard XE training. We further fine-tune the model by rein-
forcement learning to optimize CIDEr-D score. Our proposed non-
ensemble system achieves a SPIDEr of 28.6 on the public Clotho
evaluation split.
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