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ABSTRACT 

In this technical report, we describe our submission system for 

DCASE2021 Task4: sound event detection and separation in 

domestic environment. We mainly focus on the scenario that 

recognizes sound events without source separation. Since the 

duration of different sound events could be quite different, our 

model employs a multi-scale convolution recurrent network to 

extract the multi-scale features of an audio sequence. For more 

efficiently utilizing weak label training data, a global weighted 

pooling strategy is introduced to aggregate frame level predic-

tions to generate clip level prediction. Additionally, our model 

also use mean teacher semi-supervised learning technique and 

data augmentation. We demonstrate that the proposed method 

achieves the PSDS2 score of 0.61 and the event-based macro F1 

score of 42.15% on the validation set. 

Index Terms— Sound event detection, weakly super-

vised learning, multi-scale convolution recurrent network 

1. INTRODUCTION 

The goal of DCASE2021 task4 [1] is to build sound event detec-

tion (SED) system, which provides not only the event class but 

also the event time boundaries given that multiple events can be 

present in an audio recording. The training set of this task con-

sists of three parts: a small weak labeled set (without timestamps), 

a large amount of unlabeled set and strongly annotated synthetic 

set. The challenge of this task is that the SED system needs to be 

trained without strong labeled real recoding data. 

DCASE2021 task4 also encourages participants using sound 

separation jointly with sound event detection. This task is divided 

into three scenarios: 1) working sound event detection without 

source separation pre-processing; 2) working on both source 

separation and sound event detection; 3) working only on source 

separation and use the sound event detection baseline.  

In this report, we introduce our SED system designed for 

task 4 of DCASE 2021 challenge. Our proposed method focuses 

on scenario one and mainly makes two contributions. Firstly, for 

detecting sound events with different duration, we proposed a 

multi-scale convolution recurrent network model. Secondly, 

training SED system with weakly labeled data could be treated as 

a multiple instance learning (MIL) problem [2], [3]. The frame 

level predictions need to be aggregated to produce the clip level 

predictions. We introduce a global weighted pooling strategy to 

address this problem. 

 

We conduct experimental evaluations on the DCASE2020 

Task4 validation set. The experimental results show that the 

proposed models outperform the baseline system. 

2. PROPOSED METHODS 

2.1. Audio Preprocessing 

The sampling rate of clips is 44.1k Hz. We resample all audio 

clips at 16k Hz. A 2048-point hamming window with the hop 

size of 256 is then adopted to divide the raw audio clips into 

frames. 2048-point FFT and 64 log-Mel filter banks are used to 

extract log-Mel feature on each frame. Finally, the 10s raw audio 

clips are converted to the log mel spectrogram features with the 

shape of 626 by 64. 

2.2. Network Architecture 

Inspired by the success of the feature pyramid architectures in 

object detection field [4], we realize that multi-scale feature 

maps would be useful for this task. For extracting multi-scale 

feature maps, we modify the CRNN model of DCASE2021 

task4 SED baseline [5] with multi-scale CNN. Our proposed 

model consists of three parts: a multi-scale CNN feature extrac-

tor, a RNN feature extractor and a classifier.  

The multi-scale CNN feature extractor consists of a 2-

dimensional CNN and a 1-dimensional CNN. The filters and 

pooling sizes of the 2-dimensional CNN are [64, 64, 64] and [4, 

4, 4] respectively. After 2-dimensional CNN, there are three 

parallel 1-D CNN whose kernel sizes are [3, 3, 3], [5, 5, 5], [7, 7, 

7] respectively and filters are both 64. The architecture of RNN 

feature extractor and classifier are basically consistent with 

baseline, except for a few slight modifications to fit the dimen-

sion of the multi-scale CNN feature extractor. The overall net-

work structure is shown as Figure. 1. 

2.3. Global Weighted Average Pooling 

In order to train SED system with weak label data, the frame 

level prediction output by the system needs to be aggregated into 

clip level prediction to calculate the loss function. Frames with 

target sound events are expected to be more important than other 

frames. We introduce a temporal attention mechanism and a 

weighted pooling strategy to address this problem.  

The temporal attention mechanism is formulated as follows: 
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𝑎𝑖𝑗 = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥(𝑊2
𝑇 tanh(𝑊1𝐹𝑖𝑗

𝑇 + 𝑏)) (1) 

  

P =  ∑ ∑ 𝑎𝑖𝑗𝑝𝑖𝑗
𝑗𝑖

(2) 

 

where 𝑊1 and 𝑊2 are trainable weight parameter matrices of this 

two-layer attention network, and b is the bias parameter matrix. 

𝐹𝑖𝑗
𝑇  is the frame level feature vector, 𝑎𝑖𝑗  is the weight corre-

sponding to frame level prediction 𝑝𝑖𝑗  and P  is the final clip 

level prediction.  

The weighted pooling strategy is formulated as follows: 

 

P =
∑ ∑ 𝑝𝑖𝑗 × 𝑝𝑖𝑗𝑗𝑖

∑ ∑ 𝑝𝑖𝑗𝑗𝑖

(3) 

 

in which there are no trainable parameters.  

In our experiments, the performance of weighted pooling 

strategy is better. Therefore, the following steps will be based on 

it. 

 

Figure 1: Architecture of the proposed network. 

2.4. Semi-supervised Learning 

To learn from unlabeled training data, we implement a semi-

supervised learning method called mean teacher [6]. The mean 

teacher method consists of two network model called student 

model and teacher model respectively. Student and teacher 

model share the same structure of our proposed multi-scale 

CRNN. The weights of the student model are updated with 

gradient back propagation, and the weights of the student model 

are updated as an exponential moving average (EMA) of the 

student weights. The same data is input into two models, and the 

network parameters are optimized according to the consistency 

regularity of the two network outputs.  

2.5. Data Augmentation 

We employ mixup [7] for data augmentation. Mixup can im-

prove the performance of deep neural network in many machine 

learning tasks by smoothing the distribution of samples in the 

feature space. This method creates a new data by interpolate 

between two raw data, while the labels are interpolated in the 

same way. This process is expressed as 

 
𝑥̃ = 𝜆𝑥𝑖 + (1 − 𝜆)𝑥𝑗 (4) 

𝑦̃ = 𝜆𝑦𝑖 + (1 − 𝜆)𝑦𝑗 (5) 

 

where 𝑥𝑖 , 𝑥𝑗  are different data points, and 𝑦𝑖 , 𝑦𝑗  are 

corresponding labels. 

3. EXPERIMENTS 

3.1. Dataset 

The DCASE2021 task4 dataset can be divided into four subsets, 

including training sets (synthetic strongly labeled: 10,000 clips, 

weakly labeled: 1,578 clips, unlabeled: 14,412 clips) and valida-

tion set (1,168 clips). The duration of majority audio clips is 10 

seconds, and multiple audio events may occur at the same time.  

3.2. Training 

The Adam optimizer and learning rate of 0.001 are used for 

training. The batch size and number of epochs are 48 and 200 

respectively. We employ the exponential warmup strategy to 

gradually increase the learning rate from very small to 0.001 in 

the first 50 epochs, the learning rate remained unchanged during 

subsequent training. We used an nvidia GTX1080 GPU to train 

the model.  

3.3. Evaluation Metrics 

The performance of SED system is evaluated with poly-phonic 

sound event detection scores (PSDS) [8]. We compute PSDS 

using 50 operating points from 0.01 to 0.99. In order to better 

understand the system performance, two PSDS scenarios are 

used to evaluate the different capabilities of the system. Scenario 

1 requires the system to respond quickly to sound events, and 

scenario 2 requires avoiding class confusion. Additionally, 

event-based measures with a 200 ms collar on onsets and a 200 

ms / 20% of the events length collar on offsets are used as a 

contrastive measure. These metrics were calculated using 

sed_eval [9] and psds_eval toolboxes [10]. 

3.4. Result 

Our model achieves the PSDS2 score of 0.61 and the event-

based macro F1 score of 42.15% on the validation set. Table. 1 

shows the event-based F1 score for each event class. 

Table 1: The event-based F1 for each event class 

event class F1_score 

Blender 

Frying 

Cat 

Dog 

Speech 

Vacuum cleaner 

Dishes 

Running water 

Electric shaver/toothbrush 

Alarm/bell/ringing 

39.1% 

44.7% 

57.5% 

38.2% 

51.5% 

36.4% 

21.1% 

25.4% 

46.0% 

35.7% 
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4. CONCLUSIONS 

In this technical report, we have described our submission sys-

tem for DCASE2021 Task4. Our proposed sound event detection 

method is based on multi-scale convolutional recurrent neural 

network and weighted pooling strategy and outperforms the 

baseline.  
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