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● Weak labeled
● 17 classes - Car, Bus, Train, Truck etc..
● Single recording can have more than one sound source
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● Results
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● Future work
○ More fine tuning
○ Strong labels for high energy regions only
○ Attention layers
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