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ABSTRACT

In terms of vectoring disease, mosquitoes are the world’s deadliest.
A fast and efficient mosquito survey tool is crucial for vectored dis-
ease intervention programmes to reduce mosquito-induced deaths.
Standard mosquito sampling techniques, such as human landing
catches, are time consuming, expensive and can put the collectors
at risk of diseases. Mosquito acoustic detection aims to provide a
cost-effective automated detection tool, based on mosquitoes’ char-
acteristic flight tones. We propose a simple, yet highly effective,
classification pipeline based on the mel-frequency spectrum allied
with convolutional neural networks. This detection pipeline is com-
putationally efficient in not only detecting mosquitoes, but also in
classifying species. Many previous assessments of mosquito acous-
tic detection techniques have relied only upon lab recordings of
mosquito colonies. We illustrate in this paper our proposed algo-
rithm’s performance over an extensive dataset, consisting of cup
recordings of more than 1000 mosquito individuals from 6 species
captured in field studies in Thailand.

Index Terms— Mosquito detection, acoustic signal processing,
multi-species classification, convolutional neural networks

1. INTRODUCTION

Malaria results in half a million deaths each year and mosquitoes are
the only vector for malaria [1]. Among more than 3500 mosquito
species, only around 60 out of the 450 Anopheles species can transmit
malaria parasites to infect humans, i.e. are vectors [2]. Therefore,
detailed mosquito surveying in areas of endemic malaria is crucial
to identify the distribution of malaria-vectoring mosquitoes.

Standard mosquito sampling approaches, including human land-
ing catches, odour-baited traps and cow-baited tents, can be effective
in sampling malaria vectors [3, 4]. However, they expose volun-
teers to potentially infectious bites or are not sufficiently efficient
for large-scale and frequent monitoring of mosquito distributions.
An alternative solution, using mosquito flight tones to distinguish
species, has been researched for some 60 years [5, 6]. In recent years,
proof-of-concept mosquito acoustic sensing paradigms, based on em-
bedded devices such as mobile phones, have been proposed [7, 8, 9].

Embedded devices provide a compelling platform for such environ-
mental acoustic sensing tasks due to their cheap and efficient sensors,
wide availability and built-in storage and wireless connectivity [10].

Research in the signal processing aspect of mosquito acoustic
sensing has often focused on two areas. Firstly the use of domain
knowledge to extract hand-crafted features to then allow high-quality
detections and secondly the construction of machine learning frame-
works which are well-suited to not just detect mosquitoes but impor-
tantly also to distinguish species. In much work, fundamental fre-
quencies and associated harmonics form the basis for models which
identify mosquito species [11, 9]. However, these low-dimensional
features suffer from high intra-species variances and significant
overlaps between different species [11, 12], hence limiting their ap-
plication in multi-species classification. Alternative approaches look
to avoid such feature construction and instead allow machine learn-
ing algorithms to extract relevant information direct from e.g. the
spectrogram. Promising detection results have been reported [8, 13],
though we note that the datasets used in evaluations of most previous
work are limited in their sample sizes and were usually collected
with mosquitoes raised in lab environments.

As a part of the HumBug project1, a two-month mosquito sur-
vey was conducted in rural Thailand. A total of 1256 individual
mosquitoes of 9 different mosquito species were captured and the
flight tones of these mosquitoes were recorded for each captured
individual. We here present the development of a machine learning
algorithm that is computationally efficient (as it needs to be for im-
plementation on low-powered embedded devices) and report in this
paper on its performance over this field-recorded dataset.

The rest of this paper is organised as follows. We describe in
Section 2 the dataset and the proposed mosquito acoustic detection
algorithm. In Section 3 we report detection performance and discuss
results. We conclude the paper and discuss future directions in
Section 4.

1humbug.ac.uk
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2. DATA AND METHODS

2.1. Field experiments and data summary

A two-month comprehensive survey of mosquito fauna was con-
ducted at Pu Teuy Village, Sai Yok District, Kanchanaburi Province,
Thailand. The survey was conducted within the peak mosquito sea-
son (May to October), and ran from the 12th of June until the end
of July in 2018. Three methods of capture were used: human baited
nets (HBN), cow baited nets (CBN) and larval collections. The HBN
and CBN were run for 12 hours over night with collections made
each hour throughout. All adult mosquitoes were placed into sample
cups large enough for them to fly freely and their flight was recorded
the morning following capture.

Recording was conducted using two microphone set-ups:
‘budget’ and ‘high spec’. The ‘budget’ set-up used an Alcatel One-
Touch Pixi smartphone with a TIE 19-90003 condensor microphone.
The budget setup also used our ‘Mozzwear’ app on Alcatel smart-
phones to perform data capture and digitisation. The ‘high-spec’
set-up used a high specification field microphone (Telinga EM-23)
plugged into a digital sound recorder (Olympus LS-14). Monophonic
recordings were collected in both set-ups. Larval collections were
made along a small river with known anopheline larval sites and the
larvae/pupae were placed into rearing trays. The emerging adults
were placed into individual sample cups and provided with 10%w/v
sucrose solution and recorded as above. As of the 20th July 2018, a
total of 1256 individual mosquitoes had been captured. The detailed
number of individuals for each species is reported in Table 1. A total
of 127 mosquito individuals died before recording, 92 were lost, 46
did not fly and 21 individuals are as yet unidentified.

After recording the mosquito flight tones of these captured
mosquito individuals, data tagging was required to mark segments
of recordings with mosquito flight tones. Our project research team
labelled a subset of the recordings and obtained more than 1 hour of
mosquito flight tones from the field-captured mosquitoes, in addition
to background recordings. The number of mosquito individuals and
durations of flight tones of each species are shown in Table 1.

Table 1: Number of captured mosquito individuals and durations of
recorded mosquito flight tones for different species.

Mosquito species # individuals Recorded time
Aedes sp. 256 954 seconds

An. maculatus 105 486 seconds
An. dirus 110 474 seconds

An. harrisoni 150 612 seconds
Armigeres sp. 261 1084 seconds

Culex sp. 67 386 seconds
Mansonia sp. 4 14 seconds
An. minimus 8 61 seconds

An. barbirostris 9 13 seconds

2.2. Mel-frequency spectrum-based convolutional neural net-
works

In this paper we propose a computationally efficient multi-species
classification pipeline. As our goal is to port the model onto lim-
ited resource hardware, we base the feature encoding on the mel-
frequency spectrum (MFS) and use convolutional neural networks

(CNNs) as the decision engine. The mel-frequency is chosen due
to its effectiveness as well as its interpretability. Although the CNN
incurs well-known computational costs during training, running the
trained CNN on new data is efficient. We detail below the feature
encoding approach taken as well as the classification algorithm.

2.2.1. Feature representation

Previous work [8, 13] identified either mel-frequency cepstral co-
efficients (MFCCs) or wavelets as effective features for multiple
machine learning algorithms. MFCCs are computationally efficient
and have been a popular choice in mosquito detection and other
acoustic scene classification tasks [8, 10]. However, the discrete
cosine transform (DCT) step leads to less human-interpretable fea-
tures than MFCCs, as shown in Figure 1, where the mel-frequency
spectrum (Figure 1(d)) better preserves the harmonic structure in the
spectrogram (Figure 1(b)) in comparison to the MFCC (Figure 1(c)).
Further, the mel-frequency spectrum is also fast to compute and
it forms a compact representation of the spectrum. Our experi-
ments, including that presented in Section 3, have shown that the
mel-frequency spectrum leads to detection performance with no
statistically significant difference to results obtained with the MFCC.

We therefore use the mel-frequency spectrum to construct time-
frequency representations of audio recordings in the same spirit of
the short-time Fourier transformation (STFT). For a short audio clip,
e.g. 0.1 second, we can compute the mel-frequency spectrum for
smaller segments within the clip, and combine them to form a time-
frequency matrix. This resultant matrix forms the input space of the
subsequent machine learning algorithm (Figure 2).

Compared with the spectrogram or the wavelet, this mel-
frequency, spectrum-based representation has much smaller dimen-
sion - making it efficient for model training with datasets of small
sample sizes, such as those often encountered in our application. We
note that the wavelet transformation has been shown to provide in-
formative time-frequency features that are well-suited to subsequent
use, particularly by convolutional neural networks (CNNs) [13].
However, the wavelet transformation used in this latter work is
computationally demanding and unsuited for the task of real-time
mosquito species classification on low-cost phones.

2.2.2. Classification algorithm

Convolutional neural networks (CNNs) are a subset of (deep) neural
networks that have been widely used in processing two-dimensional
inputs, e.g. images [14, 15]. The first layer in a CNN consists of a
set of convolutional filters, whose parameters (the filter coefficients)
are learned as part of the training process. These filters act so as to
create latent representations of the observations which are passed
upwards to layers in the CNN which create discriminants associated
with the classes of interest. This approach, crucially, does not pre-
specify the form of patterns in the data which are highly informative.
CNNs have been widely used in the machine vision literature and
we exploit their excellent performance over images by treating the
mel-frequency spectrum as a 2d image.

The convolutional layer takes an input tensor X ∈ Rh1×w1×c

where c = 1 for the mel-frequency spectrum-based features. Nk

kernels Kp ∈ Rk,k for p ∈ {1, . . . , Nk} are applied to the input
tensor which produces the convolution output Yp:

Yp(i, j) = (X ∗K)(i, j) =
∑
m

∑
n

X(i−m, j − n)K(m,n) .

(1)



Detection and Classification of Acoustic Scenes and Events 2018 19-20 November 2018, Surrey, UK

0 10 20 30 40 50
time (s)

0.15
0.10
0.05
0.00
0.05
0.10
0.15
0.20

(a) Raw signal.

0 10 20 30 40 50
time (s)

0
500

1000
1500
2000
2500
3000
3500
4000

fre
qu

en
cy

 (H
z)
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(plotted over time).

Figure 1: An example recording and associated spectral features.
Mosquito flight tones are present from 21 s to 31 s for cow capture
#242, 35 s to 40 s from cow capture #243, 42 s to 52 s from cow
capture #251. Other segments of the recording (including the high
amplitude sections) are either background noise or human voices.

These feature maps, i.e. convolution outputs, are then passed
through some non-linear activation function, such as a Rectified
Linear Unit (ReLU), before being flattened and connected to fully
connected hidden layers. The last layer consists of N nodes where
N is the number of classes.

2.3. Training strategy

In training and evaluating mosquito acoustic detection algorithms,
we first randomly remove 50% of recordings described in Section 2.1
to create the hold-out test dataset. For the remaining recordings, we
divide recordings into audio clips with a length of 0.1 seconds, thus
creating a relatively large number of samples with which we train
the CNN and other benchmark algorithms.

As shown in Table 1, the dataset is highly imbalanced. To avoid
issues with very small data sample sizes, we only use samples from
the Aedes sp., An. Maculatus, An. dirus, An. harrisoni, Armigeres
and Culex sp. to evaluate the detection performance of the algorithms,
as there is less than 2 minutes of recordings for the other species.
Three of these species are known malaria vectors, including An.
maculatus, An. dirus and An. harrisoni. Following [8], we randomly
sample the training samples, without replacement, to produce a
balanced training set. In our application, this creates a data set of
close to 2000 samples for each mosquito species. A total of 100
randomised trials were performed so that different training and test
data sets were produced among different simulation trials.

Figure 2: Example CNN architecture. Input to the CNN is a mel-
frequency spectrum computed from a 0.1 second audio clip with
c = 1 channel and dimension h1 × w1. The CNN has Nk filters
with kernel K ∈ Rk×k thus it reduces the input dimension to h2 ×
w2 following convolution with each filter. These feature maps are
flattened (i.e. vectorised) before being fully connected to Nd hidden
units in a dense layer. The last fully-connected layer produces the
classification output.

3. EXPERIMENT RESULTS

3.1. Parameter setup and benchmarking

The input image to the CNN is of dimension 26×10, where 26 is the
dimension of the mel-spectrum and 10 is the number of 0.01 second
windows within a 0.1 second audio clip. In this initial investigation
we adopt a network structure inspired by [16] which was used for
MNIST handwriting digit recognition. There are three convolutional
layers: the first layer consists of 8 filters, the second one has 32
filters, and the last one is made up of 64 filters. All filters have 3× 3
kernel size. They are followed with one hidden layer of 128 nodes.
The ReLU activation unit and a dropout rate of 0.3 are used. The
neural network is trained using the Adam algorithm [17] with a batch
size of 256 for 100 epochs. A full cross-validation of these default
parameter values, and the optimisation of network structure, will be
performed in follow-up studies.

We choose as benchmark classifier a support vector machine
(SVM) using a one-versus-one multi-class classification strategy [18].
The one-versus-one multi-class classification strategy has a simpler
data balancing requirement compared to one-versus-rest. As dis-
cussed in [8], MFCC features combined with a SVM obtains the
best multi-species classification accuracy among several common
acoustic features and off-the-shelf detection algorithms. However,
subsequent studies showed that the mel-frequency spectrum leads
to similar detection performance and more human-interpretable fea-
tures.

3.2. Results

Figure 3 plots the out-of-sample classification accuracy and F1 score
of the compared algorithms, respectively. The mel-frequency spec-
trum (MFS)-based CNN algorithm exhibits significantly better clas-
sification performance, in terms of both classification accuracy and
F1 score over the SVM algorithms. We observe no significant differ-
ence between results obtained with MFCCs and the mel-frequency
spectrum. As shown in Figure 1, the mel-frequency spectrum is
able to better preserve the harmonic structure of the mosquito flight
tone than MFCCs. Figure 4 and 5 plot confusion matrices for the
MFS-based SVM and the MFS-based CNN, respectively. The CNN
exhibits better mean sensitivities than the SVM for every mosquito
species in this experiment.
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Figure 3: Boxplots showing out-of-sample classification accuracy
and F1 scores across 100 randomised trials.

No mozz Aedes sp.An. maculatus An. dirus An. harrisoni Armigeres Culex sp.
Predicted label

No mozz

Aedes sp.

An. maculatus

An. dirus

An. harrisoni

Armigeres

Culex sp.

Tr
ue

 la
be

l

0.58
(0.13)

0.09
(0.04)

0.05
(0.02)

0.09
(0.06)

0.07
(0.04)

0.06
(0.03)

0.05
(0.04)

0.02
(0.01)

0.6
(0.05)

0.07
(0.02)

0.08
(0.03)

0.17
(0.03)

0.04
(0.01)

0.02
(0.01)

0.02
(0.0)

0.15
(0.04)

0.42
(0.07)

0.09
(0.02)

0.12
(0.03)

0.13
(0.02)

0.07
(0.02)

0.03
(0.01)

0.13
(0.04)

0.1
(0.03)

0.35
(0.06)

0.12
(0.03)

0.15
(0.04)

0.12
(0.04)

0.02
(0.0)

0.2
(0.04)

0.1
(0.03)

0.07
(0.03)

0.48
(0.05)

0.1
(0.03)

0.04
(0.01)

0.01
(0.0)

0.05
(0.02)

0.07
(0.01)

0.05
(0.01)

0.07
(0.02)

0.61
(0.03)

0.14
(0.02)

0.02
(0.01)

0.04
(0.02)

0.07
(0.02)

0.09
(0.03)

0.05
(0.02)

0.21
(0.05)

0.51
(0.06)

Figure 4: Confusion matrix of out-of-sample classification perfor-
mance for the mel-frequency spectrum-based SVM. The first value
in each entry is the corresponding mean value among 100 simula-
tion trials, while the value in the parenthesis reports the standard
deviation

Considering the fact that the dataset contains recordings from
more than 1000 mosquito individuals from 6 species, an average clas-
sification accuracy of above 60% from the CNN (Figures 3 and 5),
using half of the samples for training, is very encouraging. Once
trained, both the SVM and the CNN are computationally efficient in
their prediction step, allowing their real-time execution in low-cost
low-power embedded devices.

Compared to the classification results reported in [8], where
an average of 80% classification accuracy is achieved with a SVM,
we notice a significant decrease of classification accuracy with this
‘in the wild’ dataset. It is important to note that the data size is
significantly smaller in [8] where only 6.2 seconds of recordings
were available for each species after data resampling, and only one
mosquito individual per species was used to collect recordings. This
suggests higher correlations between different samples in the lab-
collected dataset of [8] and highlights the importance of performance
evaluation with large-scale mosquito flight tone datasets.
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Figure 5: Confusion matrix of out-of-sample classification perfor-
mance for the mel-frequency spectrum-based CNN. The first value
in each entry is the corresponding mean value among 100 simula-
tion trials, while the value in the parenthesis reports the standard
deviation

4. CONCLUSION

Mosquito acoustic detection aims to provide an alternative solution
to fast sample and update mosquito species distribution, which is
crucial for control programmes and guiding intervention policies.
The HumBug project uses mobile phones for mosquito acoustic
detection and species classification. Our dataset, recently collected
in field sites in Thailand, provides a valuable resource to develop
and evaluate mosquito acoustic detection algorithms. The nature of
the task requires an algorithm with a low computational cost while
maintaining effectiveness with a small number of training samples.

We propose in this paper a computationally efficient classifi-
cation pipeline, based on the mel-frequency spectrum and convo-
lutional neural networks. The mel-frequency spectrum (MLS) is
a computationally efficient, low-dimensional acoustic feature. We
show that the proposed pipeline, with the CNN acting to construct
latent features from the MLS, achieves impressive classification
performance on a challenging field dataset.

This initial investigation reports classification results with la-
belled data from a subset of recordings in which labels were ob-
tained by data tagging from project team members. Further work
will include data which is being labelled via citizen scientists on
the Zooniverse2 citizen science platform. Working with such data
will require for algorithms capable of handling crowdsourced labels
which are at different resolutions to the original data frames - and
this is a topic of active current research. Further directions also
include optimisation of the network structure, identification of more
effective feature extraction methods, as well as the incorporation of
the mosquito field dataset with other DCASE Challenge datasets to
form a large-scale acoustic sensing task in future DCASE Challenge
events.
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