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ABSTRACT

We propose a convolutional neural network (CNN) model based on an attention pooling method to classify ten different acoustic scenes, participating in the acoustic scene classification task of the IEEE AASP Challenge on Detection and Classification of Acoustic Scenes and Events (DCASE 2018), which includes data from one device (subtask A) and data from three different devices (subtask B). The log mel spectrogram images of the audio waves are first forwarded to convolutional layers, and then fed into an attention pooling layer to reduce the feature dimension and achieve classification. From attention perspective, we build a weighted evaluation of the features, instead of simple max pooling or average pooling. On the official development set of the challenge, the best accuracy of subtask A is 72.6\%, which is an improvement of 12.9\% when compared with the official baseline (\(p < .001\) in a one-tailed z-test). For subtask B, the best result of our attention-based CNN is a significant improvement of the baseline as well, in which the accuracies are 71.8\%, 58.3\%, and 58.3\% for the three devices A to C (\(p < .001\) for device A, \(p < .01\) for device B, and \(p < .05\) for device C).

Index Terms — Acoustic Scene Classification, Convolutional Neural Network, Attention Pooling, Log Mel Spectrogram

1. INTRODUCTION

Acoustic scene classification, as a subfield of computational auditory scene analysis (CASA) \cite{1}, aims at enabling devices to recognise the acoustic environment. It has been successfully employed in a series of applications, including intelligent wearable interfaces \cite{2, 3}, smartphone navigation systems \cite{4}, context-aware computation \cite{5}, and many more. In the field of machine learning, a number of models have been applied in the past ‘detection and classification of acoustic scenes and events’ (DCASE) challenges, such as support vector machines \cite{6, 7}, hidden markov models \cite{8}, autoencoders \cite{9}, and convolutional neural networks (CNN) \cite{10, 11}. In the acoustic scene classification task of the IEEE AASP Challenge in this year \cite{12}, researchers are provided with the opportunity to investigate training a robust model on a dataset from multiple recording devices. The acoustic scene classification task in this challenge includes two subtasks with different data sources – one is based on single recording device, and the other is based on three devices. The dataset has been divided into a ‘development set’ with a training/test partitioning, and a non-public evaluation set. Both of the subtasks require participants to classify the acoustic data into ten classes of scenes.

In recent years, time-frequency transformation images have shown their superiority in improving the performance in the acoustic scene classification task \cite{13}. Different kinds of time-frequency transformation images have been applied for feature extraction, such as Constant-Q-Transform (CQT) spectrogram \cite{13}, Short-Time Fourier Transformation (STFT)-based spectrogram \cite{9}, scalogram \cite{10}, and log mel spectrogram \cite{14}. In this paper, we use a log mel spectrogram image representation as it performed excellent in the acoustic scene classification task of DCASE 2017 \cite{15}.

With log mel spectrogram images, we construct an end-to-end CNN model for classification. A number of CNNs have been presented successfully in image processing, particularly in the ImageNet Large Scale Visual Recognition Challenge \cite{16}. Compared with the dataset with around several hundreds of thousands samples in that challenge, the dataset in DCASE challenge contains less than ten thousands of audio waves for training. In this regard, CNNs with relatively more shallow layers than the CNNs for ImageNet, are utilised in our work, including AlexNet and VGG with four convolutional layers. In addition, a CNN topology with different structure and kernel size is designed to improve the performance.

To avoid over fitting caused by the large size of the feature maps that are obtained after the convolutional layers in the CNN, pooling usually serves to compute features by reducing the feature dimension. Max pooling and average pooling are the most frequently employed pooling models to obtain smaller feature dimension. Max pooling is achieved through extracting the largest value inside a filter as parameters of the max pooling layer \cite{17, 18}, and average pooling aims at obtaining the average value of a filter as its parameter \cite{19}. Unfortunately, both of these pooling models cannot utilise each feature reasonably according to its contribution. Max pooling ignores other potentially helpful features besides the feature with the maximum value; average pooling treats each feature equally, easily leading to some suboptimal results because of the interference from useless features. To solve this problem, an attention model, attempting to compute the contribution of each feature, was proposed and utilised in many applications, including natural language processing \cite{20}, visual question answering \cite{21}, and even audio classification \cite{22}.

The two main contributions of our paper for acoustic scene classification are as follows. The first is that we design an end-to-end CNN to train the model, and compare it with the state-of-the-art CNN models. Second, we propose an attention-based CNN by weighting the contribution of each feature and explaining this model from a probability perspective in multiple instance learning \cite{23}.

The remainder of this paper is structured as follows: in Section 2, we describe the proposed approach, the pipeline of which is shown in Figure 1, the database description, experimental set up, and results, are presented in Section 3; finally, conclusions are given in Section 4.
2. METHODOLOGY

In this section, we describe our proposed neural network in two subsections. The first is dedicated to the convolutional neural network, and then the pooling models following classification will be introduced.

2.1. Convolutional Neural Networks

Given the successful application of image-based neural networks for acoustic scene classification tasks in [10, 24], we employ three end-to-end CNN topologies in this work, including ‘AlexNet’ [25], ‘VGG-4’ [26], and ‘our CNN’ with a different structure from the former two CNNs, as shown in Table 1.

The log mel spectrogram images with one channel are first extracted from audio waves and are fed into the CNN model. The i-th image \(X_i\), \(i = 1, ..., N\) with size of \(1 \times m \times n\), in which \(N\) is the number of images, could generate an output \(R_i\), \(i = 1, ..., N\) with size of \(c \times m' \times n'\) by the convolutional layers of the CNN, where \(c\) means the number of channels. In Table 1, the AlexNet model uses the same parameters as the original AlexNet [25]. The conventional VGG structures [26] are not used in our work, since the DCASE dataset is much smaller than the ImageNet database [27].

<table>
<thead>
<tr>
<th>AlexNet</th>
<th>VGG-4</th>
<th>our CNN</th>
</tr>
</thead>
<tbody>
<tr>
<td>Input: image (X_i) ((1 \times m \times n))</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(1 \times \text{conv}11-64; \text{s1})</td>
<td>(1 \times \text{conv}3-64; \text{s1})</td>
<td>(1 \times \text{conv}5-64; \text{s2})</td>
</tr>
<tr>
<td>(\text{Maxpooling})</td>
<td>(\text{Maxpooling})</td>
<td></td>
</tr>
<tr>
<td>(1 \times \text{conv}5-192; \text{s2})</td>
<td>(1 \times \text{conv}3-128; \text{s1})</td>
<td>(1 \times \text{conv}5-128; \text{s2})</td>
</tr>
<tr>
<td>(\text{Maxpooling})</td>
<td>(\text{Maxpooling})</td>
<td></td>
</tr>
<tr>
<td>(1 \times \text{conv}3-384; \text{s1})</td>
<td>(1 \times \text{conv}3-256; \text{s1})</td>
<td>(1 \times \text{conv}5-256; \text{s2})</td>
</tr>
<tr>
<td>(2 \times \text{conv}3-256; \text{s1})</td>
<td>(1 \times \text{conv}3-512; \text{s1})</td>
<td>(1 \times \text{conv}5-512; \text{s2})</td>
</tr>
</tbody>
</table>
| \(\text{Maxpooling}\) | \(\text{Maxpooling}\) | }

Output: \(R_i\) \((c \times m' \times n')\)

2.2. Pooling Mechanism

The output \(R_i\) of each spectrogram image by the CNN, which could be viewed as a bag of instances, contains \(c\) feature maps with \(m'\) feature vectors at \(n'\) time steps. The matrix with size of \((m', n')\) is an instance in a bag. Based on multi-instance learning [30, 23], we consider that the classification model is given a number of pairs \(\{(R_i, y_i)\}, \ i = 1, ..., N\). For the matrix \(R_i\), its correspondent label is \(y_i \in \{0, 1\}^L\), where \(L\) is the number of the scene classes. To achieve the classification, it is necessary to reduce the dimension of \(R_i\) from three to single channel dimension. In this subsection, two traditional pooling methods, max pooling and average pooling, and our proposed attention pooling will be introduced.
2.2.1. Max Pooling

On the assumption that the maximum classification value of each instance is the prediction of a bag [31], the max pooling model is described as

\[ R_i^* = \max_{1<q<n'} \max_{1<p<m'} R_{iqp}, \tag{1} \]

where \( R_i^* \) is a feature vector prepared to classify the labels by linear transformation. Max pooling has been widely applied in CNNs for image classification and performs well [27], but sometimes unsatisfactory as it loses the time and location information when only choosing the maximum value at the dimensions of the time steps and feature vectors.

2.2.2. Average Pooling

Based on the collective assumption in [32], we assume that all instances contribute equally for the prediction in a bag. Accordingly, the definition of average pooling is

\[ R_i^* = \frac{1}{m'n'} \sum_{1<q<n'} \sum_{1<p<m'} R_{iqp}. \tag{2} \]

As average pooling weights the contribution of each instance equally, unfortunately, it is possible that it diminishes the effect of some important features and augments some noisy features, leading to potentially imperfect prediction results.

2.2.3. Attention Pooling

As mentioned, both the max and average pooling models cannot calculate fairly according to the contribution of each instance. Therefore, computing the contributions of instances in a bag, which aims to obtain the weight of each instance, is a challenging task. To solve this problem, an attention-based pooling model is proposed for the aimed at acoustic scene classification task, as shown in Figure 1.

As to the matrix \( R_i \), we feed \( R_i \) twice into two parallel 1-by-1 convolution layers with the channel number of \( L \) and a kernel size of 1, to reduce the dimension of the feature maps to prepare for classification. Both convolutional layers are followed by activations, including sigmoid activation for the attention matrix \( A_i \), and ‘log softmax’ for the classification matrix \( C_i \). Therefore, two matrices \( A_i \) and \( C_i \) with size \( (L, m', n') \) are obtained. To compute the contribution of each instance, in other words the contributions of elements in each feature map, the probability matrix \( P_i \) is defined as

\[ P_i = A_i / \sum_{1<q<n'} \sum_{1<p<m'} A_{iqp}. \tag{3} \]

With the probability matrix \( P_i \), which holds the weight of each element of \( C_i \), the prediction \( y_i \) is

\[ y_i = \sum_{1<q<n'} \sum_{1<p<m'} C_{iqp} \cdot P_i. \tag{4} \]

Finally, the predicted label is obtained as the summing up of the element wise product of \( C_i \) and \( P_i \).

Attention pooling is capable to overcome the disadvantage of max pooling and average pooling, weighting the contribution for each instance through a 1-by-1 convolutional layer. As shown in Figure 2, attention pooling can give weights for instances according to their contributions, thereby achieving more optimal prediction results.

Figure 2: Heat maps of each scene class computed by the matrix \( P_i \) in our attention-based CNN. The heat map in this figure is the transpose matrix of \( P_i \) with a size of (20, 4) for a better display. The horizontal axis represents the time steps, and the vertical axis the feature vectors.

3. EXPERIMENTAL RESULTS

3.1. Database

Our proposed approach is evaluated on the development dataset of the acoustic scene classification task in DCASE 2018 [12]. The dataset was recorded in various scene environments, and several locations for each scene. Each original recording with a length of 5-6 minutes was segmented into clips of 10 seconds. The sampling rate is set to 44.1 kHz in our work. The dataset contains 10 scene classes, including airport, shopping mall, metro station, street pedestrian, public square, street traffic, tram, bus, metro, and park. The task consists of two subtasks according to different recording devices, which comprise Soundman OKM II Klassik/studio A3, an electret binaural microphone, and a Zoom F8 (referred to device A), and two customer devices, e.g. smartphones, cameras, (referred to device B and C), thereby two sub-datasets are provided:

1) TUT Urban Acoustic Scenes 2018, was recorded by device A with 8640 segments in total.

2) TUT Urban Acoustic Scenes 2018 Mobile, contains recordings from devices A, B, and C. In this dataset, the recordings are made up of 8640 audio files from device A, and 720 audio files by device B and C in parallel.

3.2. Experimental Setup

The log mel spectrogram images are firstly extracted from each audio wave, with a Hamming window size of 2048, overlap of 672, and 64 mel bands. Therefore, a feature map with a size of (320, 64) is generated for each audio file. The features are then fed into CNNs as mentioned in Section 2, using the ‘Adam’ optimiser with a learning rate of 0.001. The CNNs are optimised during 3000 maximum iteration steps, which are empirically set. As the accuracy on test set floats in a small interval after convergence, the iteration step corresponding to the highest accuracy during all iterations is chosen as the step where the training is stopped. The CNN architectures are implemented using Pytorch\(^1\).

3.3. Results and Discussion

The results evaluated on the development set are shown in Table 2. We can see that, nearly all of our pooling models achieve improvements compared to the official baseline system. The attention pooling model performs better than max and average pooling models at AlexNet and our CNN. However, the attention pooling model at

\(^1\)https://pytorch.org/
Figure 3: Confusion matrices of device A in subtask A and device B and C in subtask B by the best model. Our proposed CNN with attention pooling is the best model for both subtask A (SUBA) and subtask B (SUBB).

Table 2: Performance comparison of the baseline and CNN topologies of AlexNet, VGG-4, and our CNN, with three pooling models – max, average, and attention, evaluated on the official development set of Subtask A (SUBA) and Subtask B (SUBB). The dataset recorded by device A is employed for the evaluation of Subtask A, and the datasets from device A, B, and C are used for Subtask B. (B, C) stands for the mean evaluation result of device B and C. The experimental results are evaluated by accuracy [%].

<table>
<thead>
<tr>
<th>NN</th>
<th>Pooling</th>
<th>SUBA (A)</th>
<th>SUBB (B)</th>
<th>SUBB (C)</th>
<th>(B, C)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline</td>
<td></td>
<td>59.7</td>
<td>58.9</td>
<td>45.1</td>
<td>46.2</td>
</tr>
<tr>
<td>AlexNet</td>
<td>max</td>
<td>67.2</td>
<td>62.2</td>
<td>51.7</td>
<td>54.4</td>
</tr>
<tr>
<td></td>
<td>average</td>
<td>64.3</td>
<td>60.8</td>
<td>51.1</td>
<td>52.2</td>
</tr>
<tr>
<td></td>
<td>attention</td>
<td>67.2</td>
<td>64.2</td>
<td>53.3</td>
<td>46.7</td>
</tr>
<tr>
<td>VGG-4</td>
<td>max</td>
<td>68.7</td>
<td>66.8</td>
<td>53.9</td>
<td>56.1</td>
</tr>
<tr>
<td></td>
<td>average</td>
<td>63.7</td>
<td>63.2</td>
<td>52.8</td>
<td>48.9</td>
</tr>
<tr>
<td></td>
<td>attention</td>
<td>67.6</td>
<td>64.7</td>
<td>53.3</td>
<td>46.1</td>
</tr>
<tr>
<td>our CNN</td>
<td>max</td>
<td>68.1</td>
<td>68.7</td>
<td>58.3</td>
<td>55.6</td>
</tr>
<tr>
<td></td>
<td>average</td>
<td>68.1</td>
<td>67.3</td>
<td>59.4</td>
<td>56.1</td>
</tr>
<tr>
<td></td>
<td>attention</td>
<td>72.6</td>
<td>71.8</td>
<td>58.3</td>
<td>58.3</td>
</tr>
</tbody>
</table>

VGG-4 yields to max pooling, the possible reason might be that the larger number of hyper parameters in VGG-4 with attention pooling brings on over fitting. As to the different CNN models, the best results are obtained by our CNN, which means that CNNs with a kernel size of five and no max pooling among convolutional layers appear more suited for this acoustic scene classification task. Our CNN with attention model achieves accuracy of 72.6% for subtask A, which is a significant improvement over the baseline (p < .001 in a one-tailed z-test). In addition, our CNN achieves accuracies of 71.8%, 58.3%, and 58.3% for device A, B, C in subtask B (in a one-tailed z-test, p < .001 for device A, p < .01 for device B, and p < .05 for device C).

The CNN model performs better at subtask A than at subtask B, perhaps because multiple data recording devices were employed for subtask B. The average accuracy of device A is higher than of device B and C in subtask B, which is considered to be caused by the unbalance of data among the three devices; in other words, the dataset contains more data from device A than from device B and C. To investigate our CNN model, a performance comparison of accuracy for each scene class of our best result is presented in Figure 3. Our CNN is optimal for some classes like park, metro station, and street traffic, but it is less able to recognize some classes such as public square and bus. It is possible that this lower performance is caused by background noise in these classes.

To sum up, our proposed CNNs with an attention model appear helpful to improve the performance over other pooling models for acoustic scene classification tasks.

4. CONCLUSIONS AND PERSPECTIVES

We proposed an attention-based convolutional neural network for acoustic scene classification by building an attention model at the decision level for classification. Based on the official development set of the acoustic scene classification task of the IEEE AASP Challenge on Detection and Classification of Acoustic Scenes and Events (DCASE 2018), our CNN gave better performance than other state-of-the-art CNN models and the proposed attention pooling model performed better than max pooling and average pooling, and achieved a significant improvement of the official baseline at subtask A (p < .001 in a one-tailed z-test) and subtask B (in a one-tailed z-test, p < .001 for device A, p < .01 for device B, and p < .05 for device C).

In future works, we will investigate the attention model at the feature level in order to analyze the contributions of feature maps in each convolutional layer. Further, transfer learning will be considered for subtask B, for training a robust model on the dataset from multiple recording sources.
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