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ABSTRACT

In this paper, we present the task description and discuss the results
of the DCASE 2020 Challenge Task 2: Unsupervised Detection of
Anomalous Sounds for Machine Condition Monitoring. The goal of
anomalous sound detection (ASD) is to identify whether the sound
emitted from a target machine is normal or anomalous. The main
challenge of this task is to detect unknown anomalous sounds un-
der the condition that only normal sound samples have been pro-
vided as training data. We have designed this challenge as the first
benchmark of ASD research, which includes a large-scale dataset,
evaluation metrics, and a simple baseline system. We received 117
submissions from 40 teams, and several novel approaches have been
developed as a result of this challenge. On the basis of the analysis
of the evaluation results, we discuss two new approaches and their
problems.

Index Terms— anomaly detection, dataset, acoustic condition
monitoring, DCASE Challenge

1. INTRODUCTION

Anomalous sound detection (ASD) [1–6] is the task of identify-
ing whether the sound emitted from a target machine is normal or
anomalous. Automatic detection of mechanical failure is an essen-
tial technology in the fourth industrial revolution, which includes ar-
tificial intelligence (AI)-based factory automation, and also prompt
detection of machine anomaly by observing its sounds may be use-
ful for machine condition monitoring. To connect the Detection
and Classification of Acoustic Scenes and Events (DCASE) chal-
lenge tasks and real-world problems, we organize a new DCASE
Challenge task: “unsupervised ASD”.

The main challenge of this task is to detect unknown anomalous
sounds under the condition that only normal sound samples have
been provided as training data [1–6]. In real-world factories, actual
anomalous sounds rarely occur but are highly diverse. Therefore,
exhaustive patterns of anomalous sounds are impossible to delib-
erately make and/or collect. This means that we must detect un-
known anomalous sounds that were not in the given training data.
This point is one of the major differences in premise between ASD
for industrial equipment and the past supervised DCASE challenge
tasks for detecting defined anomalous sounds such as gunshots or a
baby crying [7].

The importance of unsupervised ASD has been recognized for
a long time, and various approaches have been investigated [8–17].
In early studies, acoustic features for detecting anomalies were de-
signed on the basis of the mechanical structure of the target ma-

chine [18–20]. Benefiting from the development of deep learn-
ing, deep neural network (DNN)-based methods that do not re-
quire knowledge of the target machine are also being actively stud-
ied [21–28]. Although recent studies yielded large-scale datasets for
ASD [29–31], in many DNN-based ASD studies, different dataset
and metrics were used, making it difficult to objectively compare
the effectiveness and characteristics of these methods. We believe
that providing a benchmark for ASD by designing a unified dataset
and metrics will contribute to accelerating both the basic research
and industrial use of the latest technologies.

We have designed a DCASE challenge task as the first bench-
mark of ASD research. The dataset, evaluation metrics, a simple
baseline system, and other detailed rules are designed so that they
did not deviate from the real-world issues. Through the analysis
of all 117 submissions, we found that several teams independently
developed two new approaches for effectively using the provided
normal samples of various types of machine. After briefly intro-
ducing this task in Section 3, we discuss the strategies and potential
problems of these new methods, and state the next research agenda
of unsupervised ASD in Section 4.

2. UNSUPERVISED ANOMALOUS SOUND DETECTION

Let L-point-long time-domain observation x ∈ RL be an observa-
tion that includes a sound emitted from the target machine. ASD
is an identification problem of determining whether the state of the
target machine is normal or anomalous by analyzing x.

To estimate the state of the target, the anomaly score is cal-
culated; it takes a large value when the input signal seems to be
anomalous, and vice versa. To calculate the anomaly score, we
construct an anomaly score calculator A with parameter θ. Then,
the target is determined to be anomalous when the anomaly score
Aθ(x) exceeds the predefined threshold value φ as

Decision =

{
Anomaly (Aθ(x) > φ)

Normal (otherwise)
. (1)

It is obvious from (1) that we need to design A such that Aθ(x)
takes a large value when the audio-clip x is anomalous. Intuitively,
this seems to be a design problem of a classifier for a two-class clas-
sification problem. However, it is difficult to solve this task as a sim-
ple classification problem, because only normal sound samples are
provided as training data in the unsupervised-ASD scenario. Thus,
the main research question of this task is how can anomalies be
detected without actual anomalous training data?
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Table 1: Baseline system results. Average score and standard deviation from these 10 independent trials.
(a) Toy-car

ID AUC [%] pAUC [%]
1 (dev.) 81.36± 1.15 68.40± 0.92
2 (dev.) 85.97± 0.58 77.72± 0.90
3 (dev.) 63.30± 1.03 55.21± 0.37
4 (dev.) 84.45± 1.87 68.97± 2.37

5 (eval.) 74.26± 0.63 63.16± 0.75
6 (eval.) 83.38± 1.25 69.92± 0.65
7 (eval.) 82.79± 0.75 65.43± 1.32

(b) Toy-conveyor
ID AUC [%] pAUC [%]

1 (dev.) 78.07± 0.79 64.25± 0.99
2 (dev.) 64.16± 0.53 56.01± 0.71
3 (dev.) 75.35± 1.39 61.03± 1.00

4 (eval.) 92.08± 0.88 72.26± 1.62
5 (eval.) 83.35± 1.75 61.44± 1.56
6 (eval.) 80.66± 1.53 61.15± 2.04

(c) Fan
ID AUC [%] pAUC [%]

0 (dev.) 54.41± 0.47 49.37± 0.10
2 (dev.) 73.40± 0.58 54.81± 0.34
4 (dev.) 61.61± 1.08 53.26± 0.40
6 (dev.) 73.92± 0.54 52.35± 0.51

1 (eval.) 77.20± 1.23 61.27± 0.78
3 (eval.) 85.61± 0.66 66.50± 0.77
5 (eval.) 85.60± 0.75 69.61± 0.98

(d) Pump
ID AUC [%] pAUC [%]

0 (dev.) 67.15± 0.87 56.74± 0.82
2 (dev.) 61.53± 0.97 58.10± 0.93
4 (dev.) 88.33± 0.66 67.10± 1.09
6 (dev.) 74.55± 1.45 58.02± 1.21

1 (eval.) 85.26± 0.43 69.53± 0.90
3 (eval.) 79.44± 0.53 60.60± 0.64
5 (eval.) 82.42± 0.11 62.20± 0.78

(e) Slide rail
ID AUC [%] pAUC [%]

0 (dev.) 96.19± 0.43 81.44± 1.89
2 (dev.) 78.97± 0.28 63.68± 0.72
4 (dev.) 94.30± 0.64 71.98± 2.20
6 (dev.) 69.59± 1.45 49.02± 0.41

1 (eval.) 90.44± 0.91 72.02± 1.39
3 (eval.) 81.96± 0.59 54.75± 0.35
5 (eval.) 65.84± 0.77 50.41± 0.42

(f) Valve
ID AUC [%] pAUC [%]

0 (dev.) 68.76± 0.65 51.70± 0.19
2 (dev.) 68.18± 0.86 51.83± 0.31
4 (dev.) 74.30± 0.71 51.97± 0.20
6 (dev.) 53.90± 0.38 48.43± 0.20

1 (eval.) 59.33± 1.02 51.75± 0.31
3 (eval.) 56.57± 0.94 51.52± 0.22
5 (eval.) 56.22± 0.65 49.11± 0.12

3. TASK SETUP

3.1. Dataset

The data used for this task comprises parts of ToyADMOS [30] and
the MIMII Dataset [31] consisting of the normal/anomalous oper-
ating sounds of six types of toy/real machines. Anomalous sounds
in these datasets are collected by deliberately damaging the target
machines. The following six types of toy/real machines are used in
this task: Toy-car and Toy-conveyor from ToyADMOS, and Valve,
Pump, Fan, and Slide rail from the MIMII Dataset. To simplify the
task, we use only the first channel of multichannel recordings; all
recordings are regarded as single-channel recordings of a fixed mi-
crophone. Each recording is an approximately 10-sec-long audio
that includes both the target machine’s operating sound and envi-
ronmental noise. The sampling rate of all signals has been down-
sampled to 16 kHz. We mixed a target machine sound with envi-
ronmental noise, and only noisy recordings are provided as train-
ing/test data. The environmental noise samples were recorded in
several real factory environments. For the details of the recording
procedure, please refer to the papers on ToyADMOS [30] and the
MIMII Dataset [31].

In this task, we define two important terms: Machine Type and
Machine ID. Machine Type means the kind of machine, which, in
this task, can be one of six: Toy-car, Toy-conveyor, Valve, Pump,
Fan, and Slide rail. Machine ID is the identifier of each individual
of the same type of machine, which numbers three or four in the
training dataset and three in the test dataset.

For each Machine Type and Machine ID, the development
dataset includes (i) around 1000 samples of normal sounds for train-
ing and (ii) 100–200 samples each of normal and anomalous sounds
for the test. The evaluation dataset consists of around 400 test sam-
ples each for Machine Type and Machine ID, none of which have
a condition label (i.e., normal or anomaly). Note that the Machine
IDs of the evaluation dataset are different from those of the develop-
ment dataset. Thus, we also provide an additional training dataset
that includes around 1,000 normal samples each for Machine Type
and Machine ID used in the evaluation dataset.

3.2. Evaluation metrics

This task is evaluated using the area under the receiver operating
characteristic (ROC) curve (AUC) and the partial-AUC (pAUC).
The pAUC is an AUC calculated from a portion of the ROC curve
over a prespecified range of interest. In our metric, the pAUC is
calculated as the AUC over a low false-positive-rate (FPR) range
[0, p]. The AUC and pAUC are respectively defined as

AUC =
1
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where �·� is the flooring function and H(a) is the hard-threshold
function that returns 1 when a > 0 and 0 otherwise. Here, {x−

i }
N−
i=1

and {x+
j }

N+

j=1 are normal and anomalous test samples, respectively,
and have been sorted so that their anomaly scores are in descending
order. Here, N− and N+ are the numbers of normal and anomalous
test samples, respectively. In this task, we will use p = 0.1.

The reason for the additional use of the pAUC is based on prac-
tical requirements. If an ASD system frequently gives false alerts,
we cannot trust it, just as “the boy who cried wolf” could not be
trusted. Therefore, it is especially important to increase the true pos-
itive rate (TPR) under low FPR conditions. In addition, in the indus-
trial use of an ASD system, stable detection of anomalous sounds
in various types of equipment is necessary. Therefore, the over-
all ranking was determined as the average ranking of all Machine
Types; thus, achieving high scores on all Machine Types and IDs is
important.

3.3. Baseline system and results

The baseline system is a simple autoencoder (AE)-based anomaly
score calculator. The anomaly score is calculated as the reconstruc-
tion error of the observed sound. To obtain small anomaly scores
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Figure 1: Evaluation results of top 10 teams in team ranking. (Top) average AUC of each Machine Type, and (bottom) average pAUC of each
Machine Type. Label “B” on the x-axis and black dashed line are baseline system score.

for normal sounds, the AE is trained to minimize the reconstruction
error of the normal training data. This method is based on the as-
sumption that the AE cannot reconstruct sounds that are not used in
training, that is, unknown anomalous sounds.

In the baseline system, we first calculate a log-mel-spectrogram
of the input X ∈ RF×T , where F = 64 and T are the num-
bers of mel filters and time frames, respectively. Then, the log-
mel spectrum at t is concatenated with before/after P frames as
φt = (Xt−P , ...,Xt+P ), using the acoustic feature at t. Then, the
anomaly score is calculated as

Aθ(x) =
1

T

T∑
t=1

‖φt −DθD (EθE (φt))‖22, (4)

where ‖·‖2 is the �2 norm, and E and D are the encoder and decoder
of the AE whose parameters are θE and θD , respectively. Thus, θ =
{θE , θD}. The encoder/decoder of AEs consists of one input fully
connected neural-network (FCN) layer, three hidden FCN layers,
and one output FCN layer. Each hidden layer has 128 hidden units,
and the dimension of the encoder output is 8. The rectified linear
unit (ReLU) is used after each FCN layer except the output layer
of the decoder. We stop the training process after 100 epochs, and
the batch size is 512. The ADAM optimizer is used, and we fix the
learning rate as 0.001. We train specialized AEs for each machine
Type/ID using only the normal training samples of each Machine
Type/ID.

Results obtained with the baseline system are presented in Ta-
ble 1. Because the results produced with a GPU are generally non-
deterministic, the average and standard deviation from these 10 in-
dependent trials (training and testing) are shown in the table.

4. CHALLENGE RESULTS

4.1. Results for evaluation dataset

We received 117 submissions from 40 teams and most teams
achieved better performance than the baseline system (the team rank
of the baseline system was 33rd), which indicates that the challenge

was fierce. Because of space limitation, we show the average AUC
and pAUC of the top 10 teams in the team ranking [32–41] in Fig. 1.
As indicated by the ranking rule of this task, achieving high scores
on all Machine Types was important. The top five teams [32–36]
achieved consistently high scores in all Machine Types. On the
other hand, some teams [37,38] achieved high scores on several ma-
chine types, but, they dropped in the ranks owing to relatively low
Toy-conveyor scores. In the following sections, we discuss these
two distinctive results.

4.2. New approach 1: classification-based ASD

In this task, only around 1,000 samples were provided as training
data for each Machine Type/ID, which may be insufficient to train a
large-scale DNN. Therefore, it this task, it is important to share the
training samples between Machine Type and/or IDs.

We consider one of the novel and interesting approaches for
sharing training samples to be “classification-based ASD1” [32, 34,
35, 37, 38]. Surprisingly, several top-performing teams developed
their own classification methods independently. In the classifica-
tion approach [32, 34, 35, 37, 38], the DNN solves the machine ID
identification problem instead of the outlier-detection problem as
in the baseline system, as shown in Fig. 2. Eventually, the essence
of unsupervised ASD becomes the same as that of classification;
finding an accurate decision boundary between normal and others
(i.e., anomalies). In conventional studies [1,3,5] the AE was trained
to increase the anomaly score of simulated anomalous samples us-
ing the outlier-detection strategy (Fig. 2(b)). In contrast, many par-
ticipants adopted the classification strategy, considering the normal
samples of other IDs to be anomalies, and they trained the DNN to
classify the ID of the input audio (Fig. 2(c)). This strategy enabled
both effective use of the data and accurate training of the decision
boundary, resulting in a high score in the AUCs of several Machine
Types [35, 37, 38].

A potential problem with the classification approach might be

1Primus called it an outlier-exposed classifier [34], and we might posi-
tion it as an extension of Fig. 2(b) rather than a classification approach.
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Figure 2: Illustrations of difference between (a)(b) conventional
outlier-detection-based approaches and (c) classification approach.
Green circles are target Machine IDs normal samples, and dashed
lines are decision boundaries. (b) the conventional approach simu-
lates anomalous samples (red crosses) for tightly training decision
boundary. In contrast, (c) the classification approach uses other Ma-
chine IDs normal samples (other color circles) as anomalous sam-
ples for finding the decision boundary.

that it is difficult to train the decision boundaries when normal
samples of different Machine IDs are very similar. This problem
might cause frequent false positives and would be the reason for
the lower scores on Toy-conveyor for several teams [37, 38]. To
avoid this problem, the winner, Giri et al. [32], combined a classifi-
cation approach and an AE-based approach using the interpolation
DNN [6] and achieved stable and accurate detection. On the other
hand, Primus [34] used normal samples of all other Machine IDs
and Types as anomalies, and all these other samples were treated
as samples in a single anomaly class. Such diversity of anomalies
might have contributed to the robust classifier training. We consider
that several other possible solutions exist, such as integrating Ma-
chine IDs that have similar operating sounds. Thus, classification-
based unsupervised ASD may become a future research agenda in
unsupervised ASD.

4.3. New approach 2: ID conditioning of AE

Another strategy for sharing training samples is that using Machine
ID for the conditioning of AE [33, 36], that is, passing the embed-
ded Machine ID to the encoder and/or decoder. This approach uses
all training samples of the target Machine Type to train AEs while
switching the data processing path internally with that of Machine
IDs.

The innovative point was to prevent the AE reconstructing var-
ious sounds and overlooking anomalous sounds. That is, when the
normal sounds of Machine ID (A) are unlike those of Machine ID
(B), the AE conditioned by ID (A) must not reconstruct the nor-
mal sounds of ID (B) and vice versa. The 2nd and 5th place teams
[33, 36] developed a method for addressing this problem. Daniluk
et al. [33] also input an incorrect label, and then trained the AE to
output a predefined constant vector. That is, the AE was trained to
be unable to reconstruct the input when the incorrect label is given.
Hayashi et al. [36] adopted the ID regression approach; they sim-
ply concatenated the Machine ID to the input features, and the AE
then reconstructed not only the input acoustic features but also the
Machine ID. With this approach, we expect that the AE confuses
Machine ID when the audio clip includes an anomalous sound.

However, for the same reason as the classification approach,
these methods may possibly become a cause of training failure, be-
cause when the operating sounds of different Machine IDs are sim-
ilar, the basic reconstruction error and the additional cost function

are antithetical. From the evaluation results, this problem seems to
be not any more critical of a problem than that of the classification
approach. However, this problem should also be a future research
agenda for the efficient use of training samples.

5. CONCLUSIONS

We presented an overview of the task and analysis of the solutions
submitted to the DCASE 2020 Challenge Task 2. The main chal-
lenge of this task was to detect unknown anomalous sounds under
the condition that only normal sound samples have been provided
as training data. Several novel approaches were developed as a re-
sult of this challenge. We analyzed all evaluation results and sub-
missions, and discussed two new approaches, their problems, and
future research directions.

Because of limitations of the space, we could not discuss all
innovations, including the identification of a method of data aug-
mentation methods [35] and a class identification to train an embed-
ding DNN [36]. We, the organizers, hope that all technical reports
of this challenge will be read by many researchers, contributing to
advancements in both the academic field and the industrial use of
unsupervised ASD.
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