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Learning Without Forgetting (LWF)
• Regularization based Continual Learning
• Utilize output of the copy of the initial state of the model to calculate

additional loss, 𝓛𝑟𝑒𝑔.

• Total loss becomes the sum of 𝓛𝑟𝑒𝑔 and 𝓛𝑛𝑒𝑤
• λ is used to control the strength of each loss term
• In this research only common words between datasets were 

considered

Continual Learning (CL)
• Sometimes referred to as Incremental Learning or Lifelong Learning 
• Tackling the issue of catastrophic forgetting during further training models 

with new datasets
• Three categories

• Regularizing
• Rehearsal (e.g. generative models)
• Dynamic Architectures

Motivation for CL in Automated Audio Captioning
• Disparities between datasets (e.g. because of different annotators)

➢ Method optimized on a dataset will have problems when evaluated 
using different dataset

• Jointly training the model using all the datasets is not always possible

• Applying a continual learning method to further train the model so that 
performance on the model on original dataset does not degrade while also 
learning from the new dataset

Evaluation Datasets
• Clotho

• 15-30 second audio clips
• Five captions of eight to 20 words
• 19 200, 5230, 5230 training, validation and evaluation samples
• 4367 words unique words

• AudioCaps
• AudioSet formatted
• 10 second audio clips
• 38 188, 2500, 4895 training, validation and evaluation samples 
• 4506 unique words

Results
• Highest scores for each of the dataset when using LwF shown in bold. 
• Simple fine tuning approach:

• 𝔻𝐨𝐫𝐢 = 0.065, 𝔻𝐧𝐞𝐰 = 0.247
• Achieved some degree of continual learning. Example when B = 12 and λ

= 0.80
• 𝔻𝐨𝐫𝐢 = 0.186, 𝔻𝐧𝐞𝐰 = 0.157

• Less learning on 𝔻𝐧𝐞𝐰, but keeps 𝔻𝐨𝐫𝐢 closer to the original performance. 

Figure 3: SPIDEr scores for baseline scenarios

Figure 4: SPIDEr scores using LWF

Conclusions
• Achieved some degree of Continual Learning using LWF approach
• Future research potential with more sophisticated CL methods

Figure 1: Learning Without Forgetting

Wavetransformer
• Transformer based model for AAC
• Utilizes the multi-head attention 

and positional encoding of 
Transformer to learn sequential 
information to generate Audio 
Captions

Figure 2: Wavetransformer model


