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Two mainstream method

unsupervised AE-based model supervised CNN-based model

Introduction

Obtain two different representations of a single sample:

Calculate the contrastive loss

Data Augmentation

Development Dataset Results

Original

Processed

Conventional techniques:
Mixup, Time masking, Frame-shifting

Explore other techniques:
We use a median filter to suppress short-time noise

Challenge Results

Dcase 2021 Task 2 Dataset
“+CL” represents adding contrastive learning
“+MF” represents the addition of median filtering 

For the challenge, our method ranked 9th out of 27 
participated methods

Our method performed best on the Fan dataset, 
especially from the perspective of pAUC metric

Conclusion

 Our proposed training framework exceeds the baseline 
model for some machine types, while no additional 
parameters are introduced during inference.

 Appropriate data augmentation technology can greatly 
improve the performance of anomaly sound detection 
system, and further investigation is needed.


