
XVector1D

• Converts audio to spectrograms using the nnAudio library for PyTorch

• Standardizes the spectrogram with either a batch norm or AutoDIAL layer

• The encoder uses 1D convolutions.

• An x-vector type classifier processes the embeddings and uses an added margin 

softmax (AMS) top layer.

WaveNet-Xvector

• Replaces the encoder with a WaveNet block and operates on the audio signal 

directly, without computing spectrograms.

NF-CDEE

• NF-CDEE began as an attempt to fit the density of Mel spectrogram bins, but due 

to numerical difficulties evolved into density estimation of a subset of Mel bins 

conditioned on the remaining bins.

• For simplicity, the subsets of Mel bins are taken to be adjacent 32-bin segments 

without overlap, but this is not required.

• The sum of the negative log-likelihood outputs of the estimators are summed to 

produce the training loss and anomaly scores.

• In order to increase the stability of training the ensemble of density estimators, 

the normalized spectrogram samples are averaged along the time axis.

• This model was implemented with the Pyro probabilistic programming library.

• Our submission included three models and an ensemble of the three.

• The first two models are variants of the model we submitted in last year’s 

contest, which was composed of a 2D CNN encoder and an x-vector classifier.

• The third model is probabilistic and is itself an ensemble of a collection of 

normalizing flow (NF) based conditional density estimators. We call this 

model NF-CDEE.

• Due to the different input modalities and learning approaches, we call these 

models complementary. Additionally, the performance on the various 

machine data categories was complementary.

XVector1D High-level Architecture
NF-CDEE Inference

Ensemble

• To obtain near optimal weights to use for combining the scores of the three 

models, we searched exhaustively over a grid of convex combinations.

The results included here are for the ensemble system. Please see our workshop 

paper for individual model performance.

ToyCar ToyTrain fan gearbox pump slider valve

h-mean AUC 0.8745 0.7756 0.8122 0.8613 0.7958 0.8287 0.9032

h-mean pAUC 0.7837 0.7048 0.8025 0.7635 0.6790 0.6925 0.7724

AUC rank 1 4 1 2 2 2 2

pAUC rank 1 1 1 2 1 3 2

ToyCar ToyTrain fan gearbox pump slider valve

h-mean AUC 0.6249 0.6171 0.6324 0.6597 0.6192 0.6674 0.5341

h-mean pAUC 0.5236 0.5381 0.5338 0.5276 0.5441 0.5594 0.5054

AUC rank 19 21 15 21 21 20 23

pAUC rank 24 22 22 23 23 24 22

Development Data

ensemble

baseline

ToyCar ToyTrain fan gearbox pump slider valve

h-mean AUC 0.7527 0.6915 0.6101 0.6307 0.8676 0.8318 0.6536

h-mean pAUC 0.5971 0.5991 0.6079 0.6156 0.8155 0.7412 0.6015

AUC rank 1 3 18 12 1 4 2

pAUC rank 6 3 13 2 1 7 1

ToyCar ToyTrain fan gearbox pump slider valve

h-mean AUC 0.6593 0.6851 0.6068 0.6549 0.5830 0.5722 0.5187

h-mean pAUC 0.5232 0.5756 0.5050 0.5686 0.5098 0.5141 0.5007

AUC rank 8 4 19 6 19 24 20

pAUC rank 23 4 26 5 25 26 24

Evaluation Data

ensemble

baseline

• We participated in the annual DCASE machine learning competition for 

acoustic anomaly detection.

• This year, the DCASE Challenge featured domain shifts by changing 

the acoustic conditions between the source and target domains.

• We found that using existing domain adaptation approaches were 

insufficient to handle domain shifts in general.

• Our ensemble of three complementary models obtained first place in this 

year’s contest.

• The benefits of predictive maintenance in factories are well understood 

and include reduced downtime, longer machine use, reduced product 

waste, etc.

• Existing approaches are expensive and generally require physical contact 

to the machine.

• Audio anomaly detection can address these two pain points.

• The audio machine learning community is aware of these benefits as 

evidenced by the inclusion of audio anomaly tasks in the DCASE 

challenges since 2020.

Costs vs. Number of Failures

source: https://www.wipotec-ocs.com/us/dynamic-weighing-systems-cep/predictive-maintenance

Please see our workshop paper for a complete list of references.

• It seems that existing domain adaptation approaches, often developed 

with other sensor modalities in mind, are not as successful for audio.

• Ensemble methods remain a good option for improving performance, 

even under domain shifted conditions.

• Due to the unsupervised nature of NF-CDEE, and its ensembled 

architecture, we plan to explore and develop this model further.

• e.g., one question worth exploring is the role of the mean operation 

used to stabilize training.
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