
An Encoder-Decoder Based Audio Captioning System with 
Transfer and Reinforcement Learning

• Automated audio captioning aims to use
natural language to describe the content of
audio data.

• Existing audio captioning systems almost
follow an encoder-decoder architecture,
where the decoder predicts words based on
audio features extracted by the encoder.

• In this work, we propose to use transfer
learning and reinforcement learning to
improve an audio captioning system.

• The resulting system was ranked 3rd in
DCASE 2021 Task 6, and it was the best
system without using ensemble technique.

• Reinforcement learning may impact
adversely on the quality of the generated
captions.

• The official dataset Clotho is limited, which
just contains 5929 audio clips.

• Maximum likelihood training introduces
‘exposure bias’.

• Training objective mismatches with the
evaluation metrics.
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• CNN-Transformer model is used as our baseline.

• Transfer learning is used to solve the data scarcity problem.

• Transferring from upstream task (PANNs)

• Transferring from a large in-domain dataset (AudioCaps)

• Reinforcement learning is used to address the ‘exposure bias’ problem and directly
optimize the evaluation metric CIDEr.

• Transfer learning and reinforcement
learning both significantly improve the
score of the evaluation metrics.

• Reinforcement learning may impact
adversely on the quality of the
generated captions.

• Conventional evaluation metrics may
not correlate well with human
judgements.
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