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2. Approach Overview

➢ Task: Audio-Visual Scene Classification

➢ Data: Synchronous 1 sec. audio-video 
files, train: 86460 files, val: 36450 files, 
10 scene classes (e.g. bus, park, tram)

➢ Ensemble of three domain models:
[1] Audio models by CNNs, [2] Video models by CNNs,
[3] Another Video model by CLIP Late Fusion Network

➢ OpenAI CLIP models are
used for boosting accuracy

➢ Extracted video features
from CLIP variants are 
concatenated and trained
in CLIP late fusion network

✓ Fast training
✓ Lightweight model
✓ Solid performance in
DCASE Scene Classification 

➢ The characteristics of
CLIP late fusion network:

➢ Video models have good score than audio models due to short time dataset
➢ Off-the-shelf CLIPs have good score with raw classnames as prompts (C01-03)

➢ The performance of Audio-Visual Scene Classification can be boosted by CLIPs.
➢ Off-the-shelf CLIP models have good recognition performance (※75% accuracy) 

for 10 defined scene classes in DCASE 2021 Task1B dataset.
➢ CLIP late fusion network is lightweight and can be trained fast.
➢ CLIP late fusion network have different characteristics from Video models even 

though they are trained on the same dataset. (※Details can be seen in our paper)
➢ Our approach with CLIPs achieved 3rd place in DCASE 2021 Task1B Challenge.

Our position in 
DCASE challenge


