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Overall goal Dataset Generation Varying TNTSNR at training Evaluating on non-target events only
Detection and classification of sound events using an het- We generated different versions of the synthetic part of the e Focus: understanding the impact of varying the e Focus: understanding if the system gets acoustically
erogencous dataset. DESED dataset in order. t.O investigate their relationship TNTSNR at training and validation. confused by a possible similarity in sound between events.
e Training dataset composed of small amount of labeled with the target events at training phase of the system. e Training: different combinations of the training dataset e Training: using target and non-target sound events.
data and a bigger set of unlabeled data. e Varying TNTSNR at training and validation. with adjusted TNTSNR. o Evaluation: using only non-target sound events.
o Domain mismatch between synthetic and recorded e Using different combinations of dataset at validation and e Evaluation: public evaluation set.
audio clips. tramning time. : Nsys
o Impact of non-target events on system performance TNTS5NR analyzed in this study: 5dB, 10dB and 15dB. Classes A1e A B | C Base
when they are included in the training set. Using target / non-target events at Dog 197 | 135 1126 146 | 79
training e TNTSNR 5dB and 10dB: the performance changes Vacuum_ cleaner| 127 | 31 |42 44 | 47
o only marginally between configurations. Alarm_ bell 191 | 47 |50 52 @ 59
Problem definition e Focus: influence of non-target events at training. e TNTSNR 15dB: best performance when Validating on Running_water | 116 = 34 | 41 61 30
o | e . . svnth toe ntoe val Dishes 405 | 1478139511270 305
Deep learning is the main method used but: e Training: different combinations of the training dataset. Yy g g ,
N - - e TNTSNR 15dB is a condition closer to that of the recorded jBIender 10071 63 1821 00 1 19
o it is data-hungry: e Evaluation: public evaluation set. oo Frying 156 | 70 41| 60 33
¢ labeling data 1s fime-consuming and bias-prone. Non-target o [t allows 1[{?or .selecting models that will be more robust >peech toso ] 206 | 161} 180+ 201
Alternatives: . PSD51 PSD52 towards non-target events at test time. Cat . tal |99 11031 98 ) 7d
Train Val Flectric shaver | 103 | 21 |18 18 @ 7
e Using a limited amount of labeled data together with a % 33.81 (0.36) 52.62 (0.19) Table 5:Preliminary evaluation results by classes, evaluating the system
bigger set of unlabeled data. | ' . | Non-target PSDS1 PSDS2 with synth_ ntg eval. Nsys (A): training with synth__tg, validating
¢ Including synthetic soundscapes starting from isolated v 30.92 (O~49) 54.85 (O-29) Train Val with synth__tg val; Nsys (B): training with synth_ tg ntg, validat-
sound events. 34.90 (0.82) 53.07 (1.22) Original| 15 dB | 36.08 (1.13) | 57.78 (1.33) ing with synth_ tg_ val; Nsys (C): training with synth__tg, validating
v e 36.40 £8.00 15 dB | Original 37.37 (0.70) 58.64 (1.34) with synth_.t.g_ntg_v.al; Base: baseline using target and non-target
The purpose of this paper is to focus on the impact on the Table 1 Evaluation results for the public set. 15 dB 15 dB 36.10 (0.50) = 57.36 (0.89) events for training and validation.
system’s performance when non-target events are included in e PSDS1: performance improved only marginally Oﬂgm?l Original 36.40 5809 |
the synthetic soundscapes of the training dataset. ' | ) lable 3:Fvaluation results for the second part of the experiment, varying e Some sound events are detected more than others.
e PSDS2: performance improved by a large margin. TNTSNR by 15 dB (synth_ 15dB and synth_ 15dB_ val). Evaluat-

e Discrepancy between the original distribution and the
ing with public set.

%Wm WW'“ ._ e Non-target events confuse the systems at training. amount of false alarms (for some classes).

e Help reducing the mismatch with recorded soundscapes at

[ Music | Speech validation. Conclusion & Future work
- rr— [ Door | . Varying TNTSNR at validation phase.
g - Vacuum Cleaner Evaluating matChed/ unmatched e Using non-target sound events can help the SED
. conditions. e Focus: investigating the impact of varying the TNTSNR system to better detect the target sound events, but it is
_ e ime during validation phase. not clear to what extend and what would be the best way
e Focus: evaluating mismatched conditions between e Training: using only target event. to generate the soundscapes.

Figure 1:Sound event detection description. T o .
training and validation phase. o Evaluation: public evaluation set. o SED performance could depend on mismatches

e Training: different combinations of the training dataset. between synthetic and recorded soundscapes.

e Using non-target events at training decreases the amount

Problem setting o Evaluation: target and target/non-target events. Validation set PSDS1 PSDS?
b 5B val 38.08 (1L07) | 6057 (0.78) of false alarms at test.
Non-tarcet synth _va . . . : . .
o Exploiting an heterogeneous and unbalanced training Tra \/gl Eval set PSDS1 PSDS2 synth_10dB_val 39.07 (0.75) 60.75 (0.80) ’ O.p o .ques?lon. the impact of the per class
raim | va distribution of the sound events (both target and
dataset. . synth_15dB_val 37.95 (0.53) | 59.99 (1.14) . e
v synth_tg ntg 23.22 (1.33) | 36.44 (2.62) non-target) and their co-occurrence distribution on
o DESED dataset composed of: - Table 4:Evaluation results of the SED system, training with synth_ tg.
® 14412 unlabeled recorded audio clips. v Synt:ﬂ—tg—ntg 20.08 (0.39) 31.33 (1.29) validating with varying TNTNSNR set and evaluating with public set the SED performance,
o 1578 weak labeled recorded audio clips. Synt:ﬂ_tg_ntg 20.13 (0.35) | 30.99 (1.07) ° e 5 b | e Open question: the impact of non-target events at
® 10000 Stl"OHg 1abeled Synthetlc audio ChpS \/ \/ Syl’lt"l_tg_ntg 25.14: 4:0.]_2 test time (lnduce COHfU.SlOH between Classes?)
e Same SED mean-teacher system released for DCASE 2021 v synth_ tg 42.82 (2.42) | 58.26 (2.08)
Challenge Task 4. v synth tg 46.92 (1.02) 162.79 (0.55)
synth teg 47.73 (0.33) 62.54 (1.00)
v v synth tg 43.22 61.09

Table 2:Evaluation results for the synth tg ntg eval set and
synth tg eval set.



